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Abstract

Modern game playing programs use opening books
in order to perform better. Generating opening
books automatically in combination with ams
program has been well studied. A challenge is
to generate automatically an opening book for the
new Monte-Carlo Tree Search (MCTS) algorithms.
In this article, we tackle this issue by combin-
ing two level of MCTS. The resulting algorithm is
called Meta-MCTS. Instead of applying a simula-
tion strategy, it uses an MCTS program to play a
simulated game. We describe two Meta-MCTS al-
gorithms: the first one, Quasi Best-First, favors ex-
ploitation. The second one, Beta Distribution Sam-
pling, favors exploration. Our approach is generic
and can be used for general game playing. It will be
particularly useful when there is off-line time avail-
able. In order to evaluate the performances of these
algorithms, we generated and tested9 Go open-

ing books.

I ntroduction

stead of using a weak simulation strategy, it uses an entire
MCTS program (M>GO) to play a simulated game.

This approach is particularly useful when off-line compu-
tations can be performed. For instance, it can be applied
in a general game playing competition when there is some
time between the release of the rules and the actual competi-
tion. Given an extensive start-clock, the best use of tha ti
in a simulation based agent - an approach quite popular in
contemporary GGP ageffinnsson and Bjornsson, 2008
might actually be to build an opening book.

As a test domain we will usg x 9 Go. This game is in-
teresting, since the MCTS programs are reaching the level of
professional players.

The structure of the article is as follows. In Section 2, we
describe the MCTS mechanism. Section 3 presents previ-
ous research on creating opening books. Next, in Section 4
we discuss Meta-MCTS and propose two algorithms, Quasi
Best-First and Beta Distribution Sampling. Subsequently,
Section 5 presents the experimental results. Finally,i@ect
6 concludes and gives insights for future research.

2 Monte-Carlo Tree Search

Monte-Carlo Tree Search (MCTS) is a new best-first searcMonte-Carlo Tree Search (MCT$Ehaslotet al, 2006b;

that appeared in 20d&haslotet al., 2006b; Coulom, 2007;

Coulom, 2007; Kocsis and Szepesvari, 2DB6a best-first

Kocsis and Szepesvari, 2006t caused a revolution in the Search method that does not require a positional evaluation
field of Computer Go: whereas non-MCTS programs werdunction. Itis based on randomized explorations of thecear
not able to defeat most of the amateurs, MCTS programs argPace. Using the results of previous explorations, the-algo
now able to defeat professionals for the first time ondtixed
board. MCTS also led to state-of-the-art programs in sevSively becomes better at accurately estimating the valbies o

eral games, such as Amazolisrentz, 2008 Production
Management Problemi€haslotet al, 20064, SameGame
[Schadckt al, 2004, LOA [Winandset al, 2004, and gen-

eral game playingFinnsson and Bjornsson, 2008MCTS
programs need, just likeg programs, an opening book to it selects a leaf nodk that is not added to the tree yet. (2)
perform better. There have been a number of attempts t8ubsequently, thexpansion strategig called to add the leaf

create opening books far3 based programgBuro, 1999;

rithm gradually grows a game tree in memory, and succes-

the most promising moves.

MCTS consists of four strategic phases, repeated as long
as there is time left. The phases are as follows. (1) In the
selection stephe tree is traversed from the root node until

nodelL to the tree. (3) Asimulation strategylays moves in

Karapetyan and Lorentz, 2006; Lincke, 200Because the a self-play mode until the end of the game is reached. The
proposed methods so far are designed for programs based oesult R of such a “simulated” game i$1 in case of a win

a static evaluation function, it is a challenge to generate afor Black (the first player in Go)) in case of a draw, and 1
opening book for an MCTS program. In this article we pro-in case of a win for White. (4) Aackpropagation strategy
pose to tackle this issue by combining two levels of MCTS.propagates the resulfg through the tree, i.e., in each node
The algorithm is called Meta Monte-Carlo Tree Search. In-traversed the average result of the simulations is computed



3 Automatic Opening Book Generation

For programs using search, there are quite a few meth- O . o
ods for generating opening books automatically. The mOS§mal| exploration is given to every move using a specifidstra

popular is based on the concept of the drop-out mechanis§@Y: for instance RAVEGelly and Silver, 200)or Progres-
[Karapetyan and Lorentz, 2006: Lincke, 200& explores sive Bias[Chaslotet al., 2004. In both cases the exploration
the move that maximizes the3 score minus a certain depth €M will converge fast to zero. The consequence of using
penalty. The depth penalty increases with the distanceeto thSUCh @ small exploration is that, after a few games, a move

most-promising leaf node. It enables that a player drops Odﬁfur_ther analyzed as long as it is the move with the higl_f;_est
the book quickly only when the position is quite advanta-Vinning rate. Hence, most MCTS programs can be qualified

; Pt ; ; being greedy. We already proposed the algorithm Quasi
geous for him. The application of this mechanisnpte 9 &S PEll \ .
Go raises a problem: there is no fast and efficient evaluatioReStFirst (QBF), previously called_MVBM |fAud.ouardet.
function available in Go for using an/3 search. It would al., 2009. It usually selects the child with the highest win-

be possible to replace the3 search by MCTS. However, the NiNg rate. However, if a move’s wining rate drops below a
score of a MCTS search is quite stochastic (instable), in Cong:_ertam threshold(z QBF W.'” ask MOGO to chose a move.
trast to the stable minimax score of an search. This could 1 he Pseudo-code is given in Algorithm 1.
have negative effect when constructing the opening book. Us
ing an MCTS variant to generating an opening book appeardlgorithm 1 The “Quasi Best-First” (QBF) algorithm) is
to be more natural and elegant. We will discuss this furtiher i the number of machines availablé{ is a constant.g is a
the next section. Finally, we remark that in some games, progame, defined as a sequence of game states. The function
grams evolve so fast that a good opening book may becomébloGoChoice” asks MGO to choose a move.
out-dated quickly. Some programs have therefore shifted to QBF(/, \)
online verification of the book movéBonninger and Lorenz, while Truedo
2004. for I =1..\do
s =initial state;g = {s}.
while s is not a final statelo

bestScore = K

have seen that in the case of deterministic games, the explo-
ration constant, when optimized, has to be set close to 2ero.

4 MetaMonte-Carlo Tree Search

In this section, we first give the general structure of Meta
Monte-Carlo Tree Search (Subsection 4.1). In Subsectiyn 4.
we describe the Quasi Best-First algorithm. In Subsection
4.3, we introduce the Beta Distribution Sampling algorithm

41 General ldea

An MCTS program uses a weak simulation strategy in or-
der to derive a good policy from it. The idea of Meta-MCTS
consist of replacing the weak simulation strategy at thestow
part of the search by an entire MCTS program (e.g., our Go
program MbGoO, or a general game playing program based
on MCTS, such agFinnsson and Bjornsson, 2008 This
program is the lower level of the Meta-MCTS. Cazenave got
the world record in the one-player game “Morpion Solitaire”
by using an online Meta-MCTS composed of two UCT algo-
rithms[Cazenave, 2037 However, this approach is designed

for one-player games and gives poor results when applied to
two player games, as for instance Go. We show in this paper

best M ove = Null
for m in the set of possible moves ido
score =percentage of won games by playing the
movem in s
if score > bestScore then
bestScore = score
bestMove = m
end if
end for
if bestMove = Null then
bestMove = MoGoChoice(s) Il lower level
MCTS
end if
s = playM ove(s, best M ove)
g = concat(g, s)

end while
Add g and the result of the game in the book.
end for

that using a Meta-MCTS off-line for generating an opening end while

book is possible for these games.

We call the part of the search where the selection strategy
#-3 BetaDistribution Sampling

decides which move will be explored further, the upper level
This selection strategy has to be adapted as well. The sta

dard UCT[Kocsis and Szepesvari, 2008lgorithm requires  Each node of the tree has a game-theoretic value, which is

an exploration constant to be tuned. Tuning such a constagither0 in case it corresponds to a won position for White,
for a two-level MCTS would take quite an amount of time. or 1 in case it corresponds to a won position for Black. But
Therefore, we propose two alternatives: Quasi Best-Firdt a in practice, the convergence to the game-theoretic value is
Beta Distribution Sampling. They are described in the fol-slow. We observe that the value of a node may get stuck
lowing subsections. in a local optima for a long time. From this observation,

) ) we make an hypothesis of stabilitt/;: each positionP
4.2 Quas Best-First has a stationary average valug p that only depends o#
MCTS is often emphasized as a compromise between exand on the simulation strategythat is used. For instance,
ploration and exploitation. Nevertheless, many pracigis the standard version of ®IGO US€Si t4stPattern, P, WheEre



fastPattern is a fast simulation strategy that uskeg 3 pat-  Algorithm 2 The “Beta Distribution Sampling” (BDS) algorithm.
terns to make its decision. The upper level of the Meta-MCTS is the number of machines availablg.is a game, defined as a
USESL M oGoGames, Py where MoGoGames is a simulation sequence of game states. The function “MoGoChoice” ask&b!
strategy that uses ®IGo to make its decision. to choose a move.

Letw,, p be the number of victories from the games made BDS(})
by the simulation strategy; which went through the position ~ While Truedo
P. Letl, p be the number of defeats from the games made ~ for /= 1..A,do
by the simulation strategy, which went through the position s =initial state;g = {s}.

P. Under the hypothesi&/,, the probability that the game while s is not a final statelo
is a victory for the player to move in positioR, is s, p.
The number of victories and defeats obeys a Bernoulli distri
bution. Hence, the probability distribution pf » knowing
ws, p andl, p is given by the conjugate prior of the Bernoulli
distribution, which is:

pps.p = zws p,ls p) = 2 - (1 — x)ls'P

We propose the following selection strategy, called Beta
Distribution Sampling (BDS), which consists of sampling a
random number; from each beta distribution for each child
i.X The child selected is the one with the bestThe pseudo
code is provided in Algorithm 2. According to this selec-
tion strategy, each node is selected with the probabiliy th
it is the best node, assuming the hypothdgis This con-
cept is similar to the idea of the selection strategy dewedop
in [Chaslotet al., 2006b; Coulom, 20047 The benefit of our
new approach is that there are less approximations.

bestScore = —o0
bestMove = Null
for m in the set of possible moves indo
score =draw from distribution:
T — pWMoGoGames,m . (1 _ :E)llvfoGoGames,m
if score > bestScore then
bestScore = score
bestMove = m
end if
end for
if bestMove = Null then
bestMove = MoGoChoice(s) Il lower level
MCTS
end if
if random_int modulos.visit_count = 0 then
bestMove = MoGoChoice(s) Il lower level
MCTS
end if

s = nextState(s, best M ove) (transition operator)

5 Experiments g = concat(g, s)

In this section, we generate sevedak 9 Go opening books end while _
using QBF and BDS. We evaluated their performances and Add g and the result of the game in the book.
provide statistics that help understanding the structdre o end fQV
these books. All these opening books were generated on a end while
grid? For all experiments the symmetry of the board posi-
tions was taken into account.
Subsection 5.1 present experiments on QBF, and subsedid not use a book at all. Both programs received 10 seconds
tion 5.2 present a comparison of QBF and BDS. thinking time per move and played on an 8-core machine.
Moreover, we also matched the program using the QBF book
5.1 Experimentson QBF against one using an “expert book”. This expert opening book

In this subsection we show the performances of QBBfop has been designed specially fod@o by Pierre Audouard.
Go. First, we perform experiments witi = 0.5 in QBF. ~ The results are given in Table 1.
Next, experiments with different time settings for the lowe  The first column gives an average success raté06t,
level are presented. Finally, we present tests in self-ptady  since it is self-play. The second column shows the resulits fo
with an expert opening book. In order to give more insight onWhite (resp. Black) with the QBF book against no book. We
QBF, we present some of the experiments fldmdouardet  see that the one using an opening book performs significantly
al., 2004. better. In the third column we see that the QBF book also out-
. : performs the expert book. However, in both cases we observe
Experiment \_N'th aQBF constanj[ of 0.5 .. that the Black player does not improve when using the QBF
In the following series of experiments we tested the qualityyqok This can be explained as follows: as long as Black has
of the QBF generated opening book with a conskanf 0.5. ot found a move with success rate 50%, it always asks
When generating the book the progranofio used 10 sec-  \oGo for a move to play. Therefore, White improves its
onds for choosing a move at the lower level. The generategyg,its by choosing moves with a high success rate, but not
QBF book contained 6,000 games. For evaluating the qualitg|ck . This is why that in the remainder of the paper, we will

of the QBF book we matched two versions obkBo against ,se i — 10% for Black. Table 2 shows that this setting also
each other. One was using the QBF book and the other ong,nroves the level as Black).

We used the scientific librafBlitz++, 2004 to draw random
numbers according to a beta distributions. 3pPierre Audouard was the French Champiomdrx 19 Go and is
2The grid was Grid5000, well-suited for large scale scieméfi- the current World Champion if x 9 Go for people with a physical
periments. handicap.



Table 1: Performance of the QBF algorithm with 10 secondsTable 2: Success rate of the QBF book and expert book

per move ands = 0.5. The confidence interval i 1.9 % against the default MGo using 6 hours for each side
No book QBF book QBF VS. QBF Ex
pert
vs. no book| vs. no book| expert book - .
White | 51.5% 643% | 641% - 7‘2";[}'”92'{’2%/" T ?E)%%'/‘
Black | 485% | 48.0% | 461% Ite 5%+ 2.3% | 62.9 %+ 3.8 %

Average| 69.6 %+ 2.4% | 56.3 %+ 3.8%

TI me %ttl ngs expert (black): 6.07585 bestFirst: 9.58199 beta: 9.82934
The results above look promising, so we tested what happer o8 ———— 035 = 08 —r———
if we use this QBF book, constructed with 10 seconds a mov:  °sf 1 0"; I ] 05

at the lower level, in a stronger version ofd®o (i.e., a ver- oar 1 oal 1 oer

sion using more time). We matched again a program with the  °* 1 ot I

QBF book against a program with the expert book. Both pro-  **[ )l 01 oz

grams had now 60 seconds thinking time for each move. Th U'Z i °'°Z N —— °'; Ll ‘
success rate of the QBF book against expert book was: 30 © 5 10 15 20 25 0 5 10 15 20 25 o 5 10 15 20 2
% as Black, 40.7 % as White. The QBF book constructec expert (white): 4.5 bestFirst 14.6443 beta: 8.95908
with 10 seconds a move, is not sufficient strong enoughwhe §5[ ™~ " o D Y P
MoGo was thinking 60 seconds per move. However, the ex- o7 025 03

0.25
0.2
0.15
0.1

pert book is more robust when the programs used more time¢ s
In the case where the thinking time was set to 60 second: ¢
the success rate of the expert book against no book was: £ o2

0.2
0.15
0.1

T T T T T T T
T T T S R S
T T T T T
T T T T T T

[ ]

% as Black, 63 % as White. Moreover, even in the case th. *J[lL . . . B 1 OO | I

thinking time was set to 300 seconds, the success rate of th..  ° ° * * * ® 0 5 0 0 s s

S\)/(ﬁ_ert book against no book was: 49.6 % as Black, 57'0%al§igure 1: Number of book moves when playing against
ite. '

FUEGoOwith the opening book. The x-axis is the depth and y-

8xis is the density of probability. First row: playing as 8ta

efficiently an opening sequence. Whenever this weak play ) . . . | .
plays hundreds of games - the opening sequence might iﬁéecond row: playing as White. First column: expert opening

; : ? book. Second column: QBF opening booki@f 000 games.
prove thhe w;ak-pla%/er, EUt tlh's Opeﬁllbng sequence W'”.ﬁ?Third column: BDS opgning lg)ook ng OooagfamegJ Each
come a handicap when the player will become stronger. Thi P ) ;

result explains why we may not use a fast MCTS player tozarzeéggr?];at'gj g%%(?vzrrﬁgg length of the book. All histogram
build the opening book. The conclusion is that the time set- 9 '

ting at the lower level when constructing the book should be

of the same order as the time setting of the program that wilk different way of comparison. First, we measure the length
use the book. of play against other opponents. Next, we compare QBF and

QBF in Self-Play and against Expert Opening Book BDS on the computer Go server CGOS.

In this section we generate a QBF by using more time at th€omparison of length of play against different
lower level. Instead of using 10 seconds a move we used 1@pponents.

hours for the complete game (six hours for each side) on ge compare the QBF book consisting 1, 000 games to
quad-core machine. The final book consisted of 3000 gamegps hook consisting 0f2, 000 games. We remark that QBF
We tested the quality of the QBF book by matching two penefits from a larger set.
versions of M0GO against each other. One version was Us- Figure 1 shows the distribution of the length of staying in
ing the book, the other was not. The time setting was SiXhe opening book when playing 500 games as Black and 500
hours for each side. The results are presented in Table 2. Fgames as White againstEco [Fuego, 200p This program
comparison reasons we also tested in a similar way the gualits quite similar to MoGo. In the figure we see that as Black
of the expert book. We observe thatd®o performs better QBF has an average length of 9.58 and BDS has an aver-
when using the QBF book than when using the expert bookage length of 9.83. As White, QBF has an average length of
Finally, we see that QBF book improves the performance ofi4 64 whereas BDS has only a length of 8.96. AEEO s

both colors. quite close to MGo, the opening book generated by QBF
. is a good predictor; yet it missed some moves for Black. We
5.2 Comparison between QBF and BDS may conclude that QBF builds a book that is asymmetrical in

We considered QBF within self-play experiments. Howeverconsidering Black and White. Because Black has the disad-
it should be remarked that self-play experiments favor thevantage, its best move value will go belétymore often than
greedy strategiefLincke, 2002. Hence, a comparison of it would be for White.

QBF and BDS on this basis would be biased. We propose In the following series of experiments, we played against



expert (black): 4.83034 bestFirst: 7.77046 beta: 5.27287

06 045 ——r———— 04— Table 3: Results on the computer Go server CGOS
I QBF | BDS | CGOS rating] Games
0.25 No No 2216 371
| Yes | No 2256 374
No | Yes 2268 375
005 Yes | Yes 2237 373
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expert (white): 2.94311 estFirst: 3.72355 beta: 4.70588
07 T 04— 04 —r—T—T—T—TT

08 035 035 | - mistake later that would have been less likely ib8o
03 - had saved some time by using more book moves. Inter-
0.25 . .
estingly, the BDS approach, with a smaller set of games,
0‘2:1;5;31‘01i214 0‘2;:5;31‘0];14 O0‘2:1‘6‘8101214

=3
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0.4
0.3
0.2
0.1
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015 would have played five book moves instead of only one.

| ﬂ QBF had missed an important opening that BDS would
- not have missed.
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o
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) ) ) Another example can be found in the official match played
Figure 2: Number of book moves when playing against GNUagainst Motoki Noguchi, 7 dan, with 30 minutes sudden death
Go with the opening book. The x-axis is the depth and y-axisper side. The result of the match was 2-2. This was the
is the density of probability. First row: playing as Black. first time that a computer program was able to draw against a
Second row: playing as White. First column: expert openinglayer of that calibre. These games were played with the QBF
book. Second column: QBF opening bookiaf 000 games.  and expert book, witt, 000 games. In the games won by
Third column: BDS opening book af2,000 games. Each MoGo, the opening book gave an advantage to®b and
label contains the average length of the book. All histogram continuously increased its advantage. In both lost games, M
are estimated 000 games. toki Noguchi went out of the opening book quite fast. How-

ever, the book later developed by BDS would have contained

GNU Go [Gnu Go, 200k This program is not MCTS-based MOré moves. The sequene®c4-g3-e3-e4-d4 was explored
and therefore much more diﬁefen?frorm@o than Fuco,  Only 22 times by the QBF opening book, biiz4 times by the

; et I .~ - BDS. In the other game lost by M50, the sequenceb-e7-
Figure 2 shows the distribution of the length of staying in . .
the opening book when playing 500 games as Black and 50 %‘;3 has been exploret3 times by QBF ands times by
games as White. Itis clear that as White BDS stayed longeri ’ . . .
the opening book than QBF, 4.7 and 3.7 moves, respectively. Th|_s shows that,_ despite the quite long sequence in the
However, as Black BDS stayed shorter in the opening boolePening book against computers, QBF does not explore
than QBF5.27 and7.77, respectively. enough promising moves for playlng against humans. BDS
In the next series of experiments we compared the numbéPPears to be a better alternative against human play.
of moves staying in the opening book against expert humagomparison on the Go Server CGOS.

%pptc)megts. Alllthefresp(;)_ns?]s thaéla:lrs fOEnd in the classic We used the Go server CGOS in order to assess the different
0 (f)o are also o_und In the QI . 0?1 : dth h I{;\Igorithms. In order to perform a fair comparison between
Unfortunately, an in-depth analysis showed that when QBFRy,g 515 rithms, we created two dedicated opening books. The

was generating the book it soon selected alvedyas the first & .\ 25 created by QBF and the second by BDS. Each open-

move. Hence, all other opening moves in the njmal posmoning book was created by usirig cores in parallel, 1 second
were only explored a small number of times. This was acIeaBer move, with a total of, 120 games. We launched four

drawback Of. the QBF approaqh when playing z_igainst huma rersions of MOGo on CGOS, one without a book, one with
players. This was observed in the game against Prof. Tsgy QBF book, one with a BDS book, and one with a com-
(6D), who played against the QBF book consistind®f000 1.5 book. Subsequently, we compared the ELO rating that

games. they obtained by playing against a pool of different oppo-
e First, second, third games: Prof. Tsai played in a classigients. In order to make the comparison as fair as possible, we
way. Four moves were in the book. Prof. Tsai won thesdaunched both program simultaneously on the server. More-
two games as White. over, to avoid that the different BIGo versions played too
many games against each other, we only launched them when
there were enough other programs available. Hence, the dif-
ferent versions of MoGo played aroufiti% of their games
e Fifth, sixth, seventh games and eight: only two bookagainst non-MGo versions. The results can be found in Ta-
moves, but a good position for M50. MoGo won. ble 3. The conclusion of this experiment is that QBF and

e Ninth game: Prof. Tsai played the sequemy@eds-  BDS present a significant improvement on the version with-
d4: MoGo had no more than one book move.o@o  Out opening book, and that merging directly the two opening

played correctly this opening of the game, but made &00ks is counter-productive. The two books were not built
to be combined with each other, so negative side effects may

‘Seeht t p: / / sensei s. xnp. net / ?29x90peni ngs appear.

e Fourth game: after three moves in the boolo@®b gets
a good position and wins.



6 Conclusion G. Schwanen, editor®roceedings of the 18th BeNeLux Confer-

In this paper, we used a Meta Monte-Carlo Tree Search ence on Artificial Intelligencepages 91-98, 200?'

(MCTS) in order to build opening books. Meta-MCTS is [Chaslotet al, 20064 G.M.J-B. Chaslot, J-T. Saito, B. Bouzy,

similar to MCTS, but the random player is replaced by a J.W.H.M. Uiterwijk, and H.J. van den Herik. Monte-Carlo&#-

standard MCTS program. We described two algorithms for %’essfor Computer Go. In P.-Y. Schobbens, W. Vanhoof, and

; . . s . Schwanen, editor®roceedings of the 18th BeNeLux Con-

Meta-MCTS: Quasi Best-First (QBF) and Beta Distribution ¢, once on Artificial Intelligencepages 83-90, 2006.

Sampling (BDS). The first algorithm, QBF is an adaptation ’ ,

of greedy algorithms that are used for the regular MCTS. j{Chaslotet al, 200§ G.M.J-B. ~ Chaslot, M.H.M. Winands,

therefore favors more exploitation. During this events we n J-W.H.M. Uiterwijk, H.J. van den Herik, and B. Bouzy. Progre

. ; ) ; sive strategies for Monte-Carlo Tree Seardtew Mathematics

ticed that despite the good performances of the opening,book  5ng Natural Computationd(3), 2008.

some branches were not explored sufficiently. The second a{

gorithm, that we call BDS, _favors e>_(plc_)rat|on more. BDS ators in Monte-Carlo tree search. In H.J. van den Herik, 8nCi

does not need an exploration/exploitation coefficient t0 be  carini and H.H.L.M. Donkers, editorBroceedings of the 5th In-

tuned. This approach resulted in an opening book which is  ternational Conference on Computer and Gameslume 4630

shallower and larger. The book has the drawback to be less of Lecture Notes in Computer Science (LNCSages 72-83.

deep against computers, but the advantage is that it stayed Springer-Verlag, Heidelberg, Germany, 2007.

!onger in the book in official games against humans. EXperiponninger and Lorenz, 2006C. Donninger and U. Lorenz. Inno-

iments on Go server CGOS server revealed that both QBF vative opening-book handling. In H.J. van den Herik, S c.,Hsu

and BDS were able to improve &G0. In both cases the T s. Hsu, and H.H.L.M. Donkers, editor&CG, volume 4250 of

improvement was more or less similar. We presented differ- Lecture Notes in Computer Scienpages 1-10. Springer, 2006.

ent results to show the efficiency of our algorithms on the[Finnsson and Bjornsson, 2008. Finnsson and Y. Bjdrnsson.

game of x 9 Go. However, our methodology is independent  Simulation-based approach to general game playing. In R. Fo

of the game and can be easily used for general game play- and C.P. Gomes, editorBroceedings of the Twenty-Third AAAI

ing. Furthermore, Meta-MCTS does not rely on any domain- Conference on Artificial Intelligence, AAAI 20Q8ges 259-264.

dependent static evaluation function, which is a major adva  AAAI Press, 2008.

tage for general game playing. We believe that Meta-MCTYFuego, 200p Fuego. Games group of the university of alberta.

will be particularly useful for games with a small branching  http://fuego.sourceforge.net/, 2009.

factor in the opening, and when offline computational time is[Gelly and Silver, 2007 S. Gelly and D. Silver. Combining online

available. and offline knowledge in uct. IfCML '07: Proceedings of the
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