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Abstract
We consider the problem of finding a commonly agreed upon diagnosis for errors

observed in a system monitored by a number of different expert agents, each hav-
ing its own specialized view on the system. That is, the expert agents have to agree
on one or more diagnoses based on their specialized views of the system. Reaching
an agreement is complicated by the two factors: (i) different specialisms need not
distinguish the same fault modes of a component and (ii) knowledge of different spe-
cialisms need not be correct in some cases. This paper analyzes these problems and
presents protocols that enable the agents to deal with these issues.

1 Introduction
A traditional diagnostic tool can be viewed as a single diagnostic agent having a model
of the whole system to be diagnosed. In some applications, however, such a single agent
approach is infeasible or at least undesirable. For example, the integration of knowl-
edge into one model of the system is infeasible if the system is too large, too dynamic
or distributed over different legal entities. Integration is undesirable if it concerns the
combination of knowledge from different fields of expertise. In this latter case, where
knowledge is called to be semantically distributed1 [4], it would be better to introduce
specialized agents communicating about anomalies detected.

The introduction of specialized (expert) agents immediately raises the problem how
to reach an agreement on the cause of observed anomalies. As was pointed out in [7, 8],
assuming a fixed maximum number of broken components, there exists a polynomial time
protocol for reaching an agreement between the agents in case of a semantic knowledge
distribution. This protocol is rather straight forward. A more difficult situation arises if the
knowledge of some agents is incomplete in the sense that the agents have no behavioral
knowledge about some fault modes, or if the knowledge of some agents is incorrect in the
sense that the agents have incompatible knowledge about the behaviors of components.
In this paper, we will address both issues.

This paper is organized as follows. Section 2 specifies the diagnostic setting, which is
extended to multi-agent diagnosis in section 3. Section 4 introduces protocols for multi-
agent diagnosis and section 5 concludes the paper.

1Besides a semantic knowledge distributed, we also distinguish a spatial knowledge distribution: knowledge
of system behavior is distributed over the agents according to the spatial distribution of the system’s components.
The latter has been discussed in [9].



2 The diagnostic setting
A system to be diagnosed is a tuple S = (C,M, Id, Sd,Ctx,Obs) where C is a set
of components, M = {Mc | c ∈ C} is a specification of possible fault modes per
component, Id is a set of identifiers p of connection points between components, Sd
is the system description, Ctx is a specification of input values of the system that are
determined outside the system by the environment and Obs is a set of observed values of
the system. A component in C has a normal mode nor ∈ Mc, one general fault mode
ab ∈ Mc and possibly several specific fault modes. We assume that all components have
in- and outputs.2

The system description Sd = Str ∪ Beh consists of a structural description Str and
a behavioral description Beh of the components. The structural description Str consists
of instances of the form p = in(x, c) or p = out(x, c) where x is an in- or an output
identification of a component c and p ∈ Id is a connection point identifier3. Of course,
a connection point p ∈ Id is connected to at most one output of some component; i.e.
if p = out(x, c) and p = out(y, c′), then x = y and c = c′. A connection point has a
value, which is determined by the output of a component or a system input. The function
value(p) denotes the value of the connection point.

The set Beh =
⋃

c∈C Behc specifies a behavior for each component c ∈ C. The
behavior description Behc of a component describes the component’s behavior for each
(fault) mode in Mc, possibly with the exception of ab ∈ Mc; i.e. mode(c, ab) → >. In
this specification, the predicate mode(c,m) is used to denote the mode m ∈Mc of a com-
ponent c. For each instance mode(c,m), Behc specifies a behavioral description of the
form: mode(c,m) → Φ where m ∈ Mc.4 The expression Φ describes the component’s
behaviour given its mode m ∈Mc.

The set Ctx describes the values of system inputs cId = {p ∈ Id | ∀x, c : (p =
out(x, c)) 6∈ Str} that are determined by the environment. Ctx consists of instances of
the form value(p) = v where p ∈ cId is a connection point and v is a value.

Finally, the set Obs describes the values of those connection points that are observed
(measured) by the diagnostic agent. It therefore also consists of instances of the form
value(p) = v where p ∈ Id is a connection point and v is a value.

A candidate diagnosis is a set D of instances of the predicate mode(, ) such that for
every component c ∈ C there is exactly one mode in m ∈Mc such that mode(c,m) ∈ D.
A diagnosis is defined as follows:

Definition 1 Let S = (C,M,Sd,Ctx,Obs) be the system to be diagnosed and let |∼ to
denote the possibly limited reasoning capabilities of a diagnostic system.5 Moreover, let
Obscon, Obsabd ⊆ Obs be subsets of observations and let D be a candidate diagnosis.
Then D is a diagnosis for S iff

D ∪ Sd ∪ Ctx |∼
∧

ϕ∈Obsabd
ϕ and D ∪ Sd ∪ Ctx ∪Obscon 6|∼⊥.

2This assumption is not valid in every system. We can, however, transform most systems to a system con-
sisting components with only inputs and outputs (see for instance [3]).

3A connection between components is modeled by connection point that is shared by one or more inputs and
an output. Note that a physical connection should be modeled by component.

4Note that we may use a single description for a class of components. Instances of this description must
imply the form of description give here.

5I.e {ϕ | Σ |∼ ϕ} ⊆ {ϕ | Σ |− ϕ}.



Remark In the literature two types of diagnoses are distinguished: consistency based
[5, 6] and abductive [1] diagnosis. Both can be combined into one more general diagnostic
definition [2]. This latter definition is used here.

3 Multi-agent diagnosis
A knowledge distribution over multiple agents induces a division of a system S into sev-
eral subsystems. In the case of a semantical knowledge distribution, each agent Ai makes
diagnosis of a different aspect of the system S. An aspect defines a system Si of S
consisting of a structural description Stri and a behavioral description Behi. A compo-
nent c ∈ C has a specific behavior mode(c,m) → Φi ∈ Behc,i for each fault mode
m ∈ Mc and each aspect i. Of course, given k different aspects, Behc =

⋃k
i=1 Behc,i

and |− (Φ1 ∧ ... ∧Φk)↔ Φ where Φ is the complete (single agent) behavior of mode m.
Without loss of generality, we may assume that the value of each output of a com-

ponent is completely determined by the behavior with respect to one aspect. Therefore,
also the structural description and the observations are distributed based on the aspect that
determines the value of an output or requires the value of an input: Stri and Obsi.

By distributing knowledge, i.e. Behi and Stri over the agents, we must provide agents
with information about the components’ inputs that (i) are needed for the components’
behavioral description and that (ii) are determined by aspects that do not belong to the
agent’s expertise. Other agents must provide the agent i with the values of these in-
puts. Ini and Outi will be used to denote the connection points the values of which
are provided by other agents, respectively must be passed on to other agents. Hence,
Si = (Ci,M, Id, Sdi, Ctx,Obsi, Ini, Outi) is a subsystem to be diagnosed the agent. A
candidate diagnosis of the subsystem Si is denoted by Di.

The diagnosis of one agent Each agent Ai in the multi-agent system must make a
diagnosis of the subsystem Si = (Ci,M, Id, Sdi, Ctx,Obsi, Ini, Outi). This can be
viewed a single agent diagnosis if values of the inputs and outputs of the subsystem are
known. We use the set Vi to denote value assignments value(p) = v, with p ∈ Ini, to
the inputs. Vi is the local context of the subsystem Si that is determined by the outputs of
other subsystems. We therefore extend Definition 1 to the diagnosis of subsystems.

Definition 2 Let Si = (Ci,M, Id, Sdi, Ctx,Obsi, Ini, Outi) be a subsystem to be di-
agnosed. Let Obscon,i, Obsabd,i ⊆ Obsi be subsets of the observations, and let Vi be
a (partial) descriptions of the values of the connection points Ini. Finally, let Di be a
candidate diagnosis. Then Di is a diagnosis for Si iff

Di∪Sdi∪Ctx∪Vi |∼
∧

ϕ∈Obsabd,i
ϕ and Di∪Sdi∪Ctx∪Vi∪Obscon,i 6|∼⊥.

The diagnosis of multiple agents Given multiple diagnostic agents, an important ques-
tion is how the diagnoses of the agents relate to the diagnoses of a single agent that has
complete knowledge of the system description and the observations. To answer this ques-
tions we assume there are no conflicts between the knowledge of the different agents; i.e.
there always exists a diagnosis D such that: D ∪ Sd ∪Cxt ∪Obs is consistent. We need
this assumption because single agent diagnosis requires consistent knowledge.



Proposition 1 6 Let S1, ..., Sk be the subsystems that make up the system S. Moreover,
let D be a single agent diagnosis of S. Then Vi = {(value(p) = v) | p ∈ Ini, D ∪
Sd ∪ Ctx |∼ (value(p) = v)} is the local context of Si that is determined by the other
subsystems Sj , and Di = {mode(c, s) | c ∈ Ci,mode(c, s) ∈ D} is a diagnosis of Si.

Proposition 2 Let S1, ..., Sk be the subsystems that make up the system S. Moreover, let
the local context Vi of Si describe the values of connection points in Ini that must be
determined by the other subsystems Sj , and let Di be a diagnosis of Si determined by
agent Ai given Vi. Then, D =

⋃k
i=1 Di is a single-agent diagnosis if D is a candidate

diagnosis and if for every i = 1, ...k: Di ∪ Sdi ∪ Ctx ∪ Vi |∼ (value(p) = v) for every
p ∈ Outi, p ∈ Inj and (value(p) = v) ∈ Vj .

Note that a global diagnosis D is also a diagnosis of the agent Ai if an aspect i plays a
role in every component c ∈ C.

The above propositions show that multi-agent diagnosis is possible. Note, however,
that given a global candidate diagnosis D, predicting the values of all connection points is
an NP-Hard problem [8]. When knowledge of the system is semantically distributed over
the agents, often there are only a few connection points between the subsystems managed
by different agents. Moreover, if the connections between subsystems do not form cycles,
the distribution of knowledge over the agents does not contribute significantly to the time
complexity of predicting the system’s behavior given a diagnosis. Since usually, there are
not many connections between different behavioral aspects of the system, in the remainder
of this paper, we will assume that the prediction of the system’s behavior is not an issue.

A single agent approach is based on the implicit assumption that an agent has com-
plete and consistent knowledge of a component’s behavior given its known behavioral
modes. Without this assumption, a single agent cannot make a diagnosis using Definition
1. However, when knowledge is semantically distributed, this assumption need not be
valid. Therefore, we must study the consequences of incomplete and incorrect knowledge
on establishing a global diagnosis.

Agents with incomplete knowledge When agents look at different aspects of a com-
ponent, they may not have the same detailed knowledge for every aspect. Concerning
the electrical aspects of an integrated circuit for instance, an agent may distinguish many
specialized fault modes for which knowledge concerning the thermodynamic aspects of
the circuit is lacking. Hence, for a component c an agent Ai may only have behavioral
knowledge for some of the component’s fault modes Mc,i ⊆Mc.

The lack of knowledge about a component’s behavior for some fault modes raises a
problem: the agents may not be able to reach an agreement. To overcome this problem an
agent Ai may just assume a behavior for each fault mode m ∈ (Mc−Mc,i). The question
is, which behaviors can validly be assumed? If the behavior of a less specific fault mode
would be known, this behavior may be used. Since a set of fault modes Mc,i always
contains the normal mode nor and the least specific fault mode ab (even if no behavior
of ab is known), we may assume the existence of a hierarchy of fault modes ordered with
respect to specificity. We call such a hierarchy and abstraction hierarchy.

6The proofs are omitted because of lack of space.



Definition 3 Let c be a component with Mc as its set of behavior modes. An abstraction
hierarchy on Mc is a strict partial order � defined on Mc − {nor} where the intuitive
meaning of m � m′ is that m is more specific than m′ and ab is the unique least specific
element in the hierarchy, i.e. for all m ∈Mc − {nor, ab}: m � ab.

A more specific mode implies a more specific description of the faulty behavior of the
component. Therefore, the following requirement must hold.

For every m,m′ ∈ Mc,i: if m � m′, mode(c,m) → Φ ∈ Behc,i and
mode(c,m′)→ Φ′ ∈ Behc,i, then |− Φ→ Φ′.

Moreover, we assume that for any component c, mode(c, ab) → > holds. That is, there
is no behavioral description for the fault mode ab.

Definition 4 Let Φi,nor be the normal behavior with respect to aspect i of a component c
and let Cst be a set of formulas describing the physical constraints of the world.7

An abstraction hierarchy is complete iff for each a fault mode m0, if m0 is not a most
specific fault mode, then there is a set of fault modes m1, ...,m` such that mj � m0 for
j ≥ 1, mode(c,mj)→ Φi,j ∈ Behc,i and Cst |− (Φi,0 ∧¬Φi,nor)↔ (Φi,1 ∨ ...∨Φi,`).

The abstraction hierarchy on the fault modes defines a similar abstraction hierarchy
on the diagnoses.

Definition 5 Let D,D′ be two candidate diagnoses. D is at least as specific as D′,
D � D′, iff for every mode(c,m) ∈ D there is a mode(c,m′) ∈ D′ such that m � m′.

Note that agents that wish to give a best possible explanation for the observed anomalies,
should focus on the most specific diagnosis. Whether the agents only determine the most
specific diagnoses depends on the type of diagnosis they use; i.e. the choice for the sets
Obsabd and Obscon.

Proposition 3 Pure abductive diagnosis produces only the most specific diagnoses.
Pure consistency based diagnosis also returns every less specific diagnosis.

Proposition 4 Let S1, ..., Sk be the subsystems that make up the system S and let the
abstraction hierarchy of fault modes be complete. Moreover, let D be a most specific di-
agnosis of S. Then there exists a set of most specific diagnoses D1, ..., Dk for respectively
S1, ..., Sk such that D =

⋃k
i=1 Di.

The behavioral description Behc,i of a component with respect to an aspect need not
specify a behavior for each fault mode in Mc. In order for the agent to establish a global
diagnosis, the missing behaviors have to be added. The following assumption serves this
purpose.

Assumption A fault mode m of a component c for which an agent has no behavioral
knowledge, has the same behavior as the most specific mode m′ ∈ Mc,i such that m �
m′.

The assumption extends the behavioral description, making the behavioral knowledge
of every fault mode of every component complete for all aspects. Hence, the results of
propositions 1 and 2 apply.

7Some abnormal behaviors of a component need not be physically possible. For these behaviors, a complete
hierarchy need not contain a fault modes describing them.



Agents with incorrect knowledge Agents lacking knowledge about behavior modes is
not the only problem that may arise in a multi-agent system. Knowledge of agents may
in some situation be incorrect leading to inconsistencies between local diagnoses. Hence,
the agents will not be able to agree on a global diagnosis.

A robust multi agent system should be able to handle situations in which inconsisten-
cies between local diagnoses arise. One possibility, which has been proposed in [10], is
the use of voting. However, if agents look at different aspects of the system, voting offers
no solution. Moreover, voting requires the communication of all local diagnoses of all
agents. The number of these diagnoses may be exponential in the number of components.

The abstraction hierarchy on the fault modes also makes it possible to handle incon-
sistencies. When agents cannot agree on a most specific diagnosis, they may investigate
whether they can resolve the inconsistency by looking at less specific diagnoses. If the
agents apply pure consistency based diagnosis, such a diagnosis always exits since there
is no behavioral description for the fault mode ab. Hence, one or more global diagnoses
always exists but these global diagnoses need not correspond with most specific diagnoses
of individual agents. An agent may determine several more specific diagnoses which can-
not be diagnoses according to other agents. Especially if the abstraction hierarchy of fault
modes is complete, knowledge of the agents must be inconsistent.

Proposition 5 Let S1, ..., Sk be the subsystems that make up the system S and let the
abstraction hierarchy of fault modes be complete. Moreover, let D be a most specific
diagnosis of S. Then, the knowledge of two agents Ai and Aj is inconsistent if agent Ai

has a diagnosis Di � D and for every diagnosis D′i � D there exist no diagnosis Dj

established by agent Aj such that {mode(c,m) ∈ D′i | c ∈ Cj} ⊆ Dj .

A difficult issue is comparing the quality of the diagnoses. Clearly, the most specific
diagnoses are preferred. There is, however, another way in which diagnoses can be dis-
tinguished. Assuming that the abstraction hierarchy of fault modes is complete, given
two consistency based diagnoses D and D′, the diagnosis D may abductively explain
an observation ϕ while a diagnosis D′ may not. Clearly, diagnoses that give an better
explanation should be preferred.

Definition 6 A diagnosis D gives a better explanation than diagnosis D′ iff
{ϕ ∈ Obs | D′ ∪ Sd ∪ Cxt |∼ ϕ} ⊆ {ϕ ∈ Obs | D ∪ Sd ∪ Cxt |∼ ϕ}.

4 Protocols for establishing a diagnostic agreement
The agents may determine a global diagnosis by first determining all fault modes Mc =⋃m

i=1 Mc,i as well as the abstraction hierarchy � on Mc for each component c, and sub-
sequently exchanging all their local diagnoses. The first step is straight forward and will
not be discussed here because of space limitations. The second step is more problem-
atic. The number of diagnoses to be exchanged between the agents can be quite high and
can be exponential in the number of component is the worst case. In order to control the
complexity, agents should focus on diagnoses in which a minimal number of components,
with respect to ⊆, are broken.

Since a local minimal diagnosis need not be a global minimum diagnosis, the agent
proposing the diagnosis needs to receive feedback when a proposed diagnosis is rejected



by other agents. Subsequently, the agent can generate a new diagnosis taking into account
the diagnoses that have been rejected.

The generation of new minimal diagnoses can be improved if agents supply the rea-
sons for rejecting a proposed diagnosis. When agent A1 proposes a partial diagnosis D1,
agents A2, ..., Ak might reject the diagnosis because some (combination of) modes is in-
consistent with its observations. Let Ri ⊆ D1 be such (a combination of) modes. Then
Ri is a smallest subset of D1 such that: Ri ∪ Sdi ∪ Ctx ∪Obsi |∼⊥ for 2 ≤ i ≤ k.

Note that an agent Ai might determine more than one smallest subset Ri. If SRi is
the set of all smallest subsets Ri, agent A1 can use this information TR =

⋃
2≤i≤k SRi

as a set of constraints in its search for a next diagnosis. It may not select a new diagnosis
D′1 containing any Ri ∈ TR as a subset.

The following simple protocol shows how the agents may proceed. To gain robust-
ness, eventually, always one of the agents takes the initiative to establishes the global
diagnoses. In the protocol, the agent that takes the initiative is agent A1.

Agent Action
A1 TR := ∅;
A1 finished := false;
A1 while not finished do
A1 generate the next most specific minimal diagnosis D1 of S1

such that for no R ∈ TR: R ⊆ D1;
A1 finished := not diagnosis found;
A1 while diagnosis found, for i := 2 to k do
A1 send ‘propose D1’ to Ai;
Ai receive ‘propose D1’ from A1;
Ai determine a most specific local diagnosis Di of Si such that D1 � Di;
Ai if a diagnosis Di exists then;
Ai send ‘accept Di’ to A1;
Ai else
Ai send ‘reject SRi’ to A1;
Ai end;
A1 if received ‘accept Di’ from Ai then
A1 D1 := Di;
A1 else if received ‘reject SRi’ from Ai then
A1 TR := TR ∪ SRi;
A1 diagnosis found := false;
A1 end;
A1 end;
A1 if diagnosis found then
A1 store D1;
A1 end;
A1 end;



5 Conclusion
In this paper, we analyzed the problem of multi-agent diagnosis when knowledge is se-
mantically distributed over the agents. Especially the case that the agents’ knowledge
concerning the faulty behavior of some components, is incorrect has been considered. A
solution based on an abstraction hierarchy on the fault modes has been proposed and a
protocol for determining the global diagnoses with a minimal number of broken compo-
nents has been given.

An important question for further research is how to order the global minimal diag-
noses. A minimal diagnosis in which the knowledge of the agents can be assumed to
be correct gives a better explanation of the observed anomalies than a diagnosis that is
less specific in order to deal with incorrectness in agents’ knowledge. It is not obvious,
however, how to order diagnoses implying that the knowledge of some agent cannot be
correct in the current situation. Should, for instance, a diagnosis in which all agents as-
sume that a component is broken though they do no agree on the fault mode, be better
than a diagnosis in which some agents assume the component to be broken and agree on
th fault mode and the other agent assume the component is not broken?
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