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Abstract

This paper proposes a domain independent method for
handling interoperability problems by learning a mapping
between ontologies. The learning method is based on ex-
changing instances of concepts that are defined in the on-
tologies. The method starts with identifying pairs of in-
stances of concepts denoting the same entity in the world
using information retrieval techniques, followed by propos-
ing and evaluating mappings between the ontologies using
the pairs of instances. For each step of this method, the like-
lihood that a decision is correct is taken into account. Im-
portant benefits of the method are that (a) no domain knowl-
edge is required, and (b) the structures of ontologies be-
tween which a mapping must be established, play no role.

1. Introduction

The rapid growth of networks such as the Internet of-
fers new possibilities for accessing information. At the same
time increasingly more information is generated. To keep
up with this growing supply of information, intelligent tools
are required. Agent technology is one of the most promis-
ing ways of handling the growing supply of information.
The reason for this is that communication and collabora-
tion are central issues of Multi Agent Systems (MAS).

Agent communication languages such as ACL and
KQML provide a standard for agent communication in an
open MAS. These languages enable an agent to specify the
intention and the content of a message as well as the pro-
tocol, the language, and the ontology that are used. For
the protocol and the language, some standards are avail-
able and should be known by the communicating agents
(e.g., FIPA protocols, KIF, and SL).

The ontology [5] used in a communication depends
on the subject of the communication. Standard ontologies
such as the Dublin Core and the ontologies of the On-
tolinga library, and languages for specifying ontologies

such as DAML+OIL and OWL, are currently being devel-
oped. Nevertheless, since the number of possible subjects
is almost infinite and since the concepts used for a subject
can be described by different ontologies, the development of
generally accepted standards will take a long time. This lack
of standardization, which hampers communication and col-
laboration between agents, is known as theinteroperability
problem[11, 20, 21].

The interoperability problem also occurs in the area of
heterogeneous databases [1, 6, 9, 10]. The Internet makes
it possible to access (legacy) databases that have been de-
veloped in isolation, either because they belong to different
legal entities or because they are located at different sites
between which no communication was possible before the
era of the Internet. Performing queries that require access
to several of these databases is impossible unless we know
how to relate the information of the databases. One way to
relate the information of different databases is to use an on-
tology to describe the underlying semantic structure of a
database.

This paper proposes a method that is based on exchang-
ing instances of concepts that are defined in the ontolo-
gies. Before presenting our method for learning an ontol-
ogy mapping, in Section 2 we first discuss the interoper-
ability problem in more detail, and in Section 3 we point
out some problems in current approaches. Section 4 out-
lines the basic ideas of our learning method while Section
5 presents experiments with learning ontology mappings.
Section 6 concludes the paper.

2. Interoperability

In order to reach interoperability, two problems must
be dealt with, namely:structural heterogeneityandseman-
tic heterogeneity[13, 20]. Structural heterogeneity concerns
the different representations of information. Information de-
scribed by the same ontology can be represented in differ-
ent ways. This is a problem for heterogeneous databases but
not for agents. In a multi agent system an ontology is the ba-



sis for communication. The actual way information is stored
by an agent is shielded from the environment by the agent.

Semantic heterogeneity concerns the intended meaning
of the described information. Information about, for in-
stance, persons can be described by different ontologies.
We distinguish the following difference between ontolo-
gies1: (1) different semantic structures,structural conflicts
[1], (2) different names for the same type of information
or the same name for (slightly) different types of informa-
tion, naming conflicts[1, 20], and (3) different representa-
tions of the same data,data conflicts[7]. The data conflict
can be refined in conflicts because ofdifferent units, con-
flicts because ofdifferent precision, and conflicts because
of different expressions(e.g., using ‘van der Belt’ or ‘Belt,
van der’ to describe a person’s family name).

The following two ontologies illustrate some forms of
semantic heterogeneity. Both ontologies define a concept
‘persons’ in terms of relations, sub-concepts and attributes.
In these simple ontologies, the attributes are located on the
left hand side and the lines represent ‘hasa’-relations. The
approach proposed in this paper in not limited to ontologies
with only ‘hasa’-relations. Other type of relations, such as
‘father’ and ’mother’, may also be used.

Ontology 1

christian name

family name

city

street

email address

country

phone number

person

In ontology 1, ‘street’ also describes the house number and
‘phone number’ describes the country code, the area code,
and the local number.

Ontology 2

person first name

family name

street

number

city

country

name

area code

name

country code

name

address

phone number

email address

In ontology 2, ‘phone number’ only describes the local
number. The ‘area code’ and the ‘country code’ are stored
with the city and the country respectively.

1 A slightly different categorization of differences between ontologies
is given in [19]

Each ontology clearly has a different structure. Ontology
1 is flat while ontology 2 has a hierarchical structure. This
structural conflict can be solved relatively easy because on-
tology 2 more or less extends ontology 1. When the two on-
tologies have completely different hierarchical structures,
the structural conflict becomes more serious.

The naming conflicts between the two ontologies form
a more severe problem. Different concept names are used
for the same type of data; e.g., ‘first name’ and ‘chris-
tian name’. Moreover, the same concept name is used for
slightly different types of data; e.g., ‘street’. In ontology 1
‘street’ denotes both thestreet nameand thehouse number
while in ontology 2 it only denotes thestreet name. Hence,
in order to reach interoperability, we must be able tosplit
andconcatenatedata fields. For example, an instance of the
concept ‘street’ in Ontology 1 containing the value ‘Cas-
tle Lane 1’ must be split into ‘Castle Lane’ and ‘1’ in order
to map ’street’ in Ontology 1 to ’street’ and ’number’ in On-
tology 2. The inverse mapping requires concatenating ‘Cas-
tle Lane’ and ‘1’.

We can conclude that to reach interoperability we have
to find a mapping from the concepts of one ontology to the
concepts of another ontology using concatenating and split-
ting operators in the mapping process.

3. Shortcomings in current approaches

To deal with semantic heterogeneity, several solutions
have been proposed. Many of the proposed solutions try to
derive a common ontology by some (semi) automatic pro-
cess, see for instance [1, 6, 9, 11, 21]. These approaches
heavily rely on assumptions such as:

• concepts are defined using a set of shared attributes,

• different ontologies are the result of differentiations of
one initial ontology,

• a human specifies relations between concepts of differ-
ent ontologies and resolves possible conflicts.

Besides the problem that the above mentioned assumptions
often cannot be met, deriving a common ontology is an in-
direct way of establishing a mapping between two ontolo-
gies.

Some approaches address the problem of establishing a
mapping directly [2, 3, 4, 8, 10, 14, 17, 18]. Firat et al. [4]
assume that concepts of a shared ontology have slightly dif-
ferent interpretations in different contexts. They propose the
use of a meta-ontology to describe the context dependent in-
terpretations using ‘type-modifiers’; e.g. a type-modifier to
denote that profit is interpreted as ‘profit before taxes’ or
‘profit after taxes’. These type-modifiers enable them to de-
rive a mapping and also handle data conflicts caused by dif-
ferent units and different precision.



Papazoglou et al. [10] assume that the same naming con-
ventions are used in different databases and that for each
database an abstract description model describes the types
of relations that hold between concepts that are specified.
The possible relation types are common knowledge. From
this information a mapping between the databases can be
derived. The disadvantage of this approach is that it can-
not handle naming conflicts.

Van Eijk et al. [18] give a characterization of establish-
ing a mapping using first order logic. They assume a multi-
agent system in which agents communicate using first or-
der formulas. A mapping consists of a set of translation for-
mulas each expressing an equivalence between expressions.
The disadvantage of this approach is that it cannot handle
structural conflicts, and naming conflicts. Moreover, they
do not provide a method for establishing a mapping.

Burnstein et al. [2] have proposed a somewhat similar
approach based onλ-calculus. Their approach does provide
a method for establishing a mapping. They assume, how-
ever, the existence of a common ‘topic domain’ in which
the meaning of terms is specified.

In [22], the authors have outlined the initial ideas be-
hind their learning method. Prasad et al. [12] have adapted
this method for learning a mapping between ontologies for
document classification. Instead of instances of concepts
known in both ontologies, Prasad et al. classify documents
in both ontologies and subsequently update the probability
that a candidate mapping is correct. A drawback is that the
candidate mappings have to be given in advance.

Several other approaches apply machine learning to learn
classifiers for concepts [3, 8, 14]. Doan et al. [3] (GLUE)
and Lacher & Groh [8] use the classifiers to estimate the
(joint) probability that two concepts are similar. Doan et al.
define a similarity measure based on the Jaccard coefficient
using the joint probability, while Lacher & Groh define a
similarity measure based on the difference between proba-
bilities of two pairs. Both similarity measures, however, do
not give us the probability that a mapping is correct.

The classifiers that are learned in the approach of Soh
[14] are concept classification rules. Concept translations
are derived by matching the classification rules.

4. Learning ontology mappings

We focus on establishing a mapping between two con-
cepts, one in each ontology. No restrictions are placed on
the structure of a concept. A concept may be defined as an
aggregation of attributes and sub-concepts. This aggrega-
tion may even, directly or indirect, contain the concept that
is being defined. That is, we do not, for instance, exclude
a concept ‘person’, the description of which contains a ‘fa-
ther’ and ‘mother’ relation with the concept ‘person’.

The discussion of learning an ontology mapping will be
based on the two example ontologies given in Section 2
where Agent 1 uses Ontology 1 and Agent 2 Ontology 2.
Suppose that Agent 1 wishes to know the phone number and
email address of a person. Agent 1 knows that the informa-
tion is (probably) available in an information store managed
by Agent 2. Therefore, Agent 1 contacts Agent 2. In order
for Agent 1 to put forward its request, the agents first have
to establish whether both use the same ontology or whether
they use an ontology of which the other agent knows how
to map it on its ontology. If the agents use different ontolo-
gies and if no mapping is known, the agents should try to
establish a mapping.

4.1. Underlying ideas

The way the agents establish a mapping is inspired by
language games [15, 16]. In a language game, an agent
(robot) tries to interpret the utterances of another agent by
creating and evaluating associations between the received
utterances and categorizations of observed entities, thejoint
attention.

To illustrate the idea behind using language games for
ontology mapping, suppose that:

• Agent 1 wishes to communicate about a concept such
as a ‘person’;

• that both agents use different conceptualizations of the
concept ‘person’ (i.e., different ontologies);

• a one to one mapping exists between concepts of in-
terest in the two ontologies, that is, the concept ‘per-
son’ will not be represented by two or more concepts
such as ‘student’ and ‘teacher’ in another ontology;

• some instances of the concept ‘person’ are known by
both agents.

Given these assumptions, the agents establish a mapping by
the following four steps.

1. Creating a flattened representation of instances of con-
cepts. Such a flattened representation is called anut-
teranceand is used in the communication between the
two agents.

2. Determining corresponding instances of concepts in
both ontologies by exchanging utterances between the
two agents. The pairs of corresponding instances that
are identified, form thejoint attention.

3. Determining the corresponding concepts in the two on-
tologies using the joint attention.

4. Establish a mapping between the corresponding con-
cepts in the two ontologies using the joint attention.



Note that the first step solves the problem ofstructural
conflictsby removing the structure of the ontologies while
the last two steps handle the problem ofnaming conflictsby
determining the most likely mapping between the ontolo-
gies, based on the corresponding instances of concepts. Al-
though it should also be possible to learn unit conversions,
the handling of data conflicts will not be addressed in this
paper.

4.2. Utterances

To establish a mapping, the agents start with exchang-
ing utterances in order to find instances of concepts that
represent the same entity in the agents’ environment. Such
an utterance represents all relevant information of an in-
stance in a uniform way. Moreover, an utterance also con-
tains an identification of the concept to which the repre-
sented instance belongs in order to determine correspond-
ing concepts in the ontologies. Since the two ontologies
may have completely different structures (structural hetero-
geneity) only the values of attributes of a concept are con-
sidered. Hence, the aggregation hierarchy of sub-concepts
and attributes is flattened. The hierarchy is flattened by rep-
resenting each attribute by a label followed by the corre-
sponding attribute value. The labels must be unique for ev-
ery path from the root concept (e.g., the person) to an at-
tribute (e.g., the street name). We cannot use the name of
an attribute as a label since it is possible that an attribute
is used several times in the definition of a concept. The at-
tribute ‘street name’, for instance, can be used for the home
address and for the working address of a concept ‘person’.

By the introduction of labels, an agent transforms a pos-
sibly highly structured conceptual hierarchy into a new shal-
low hierarchy in which the labels represent the new at-
tribute of a concept. It does not matter how agents repre-
sent the labels in an utterance, as long as the label is unique.
The agent may use, for instance, the term ‘pnfn’ or a term
representing the place of an attribute in the ontology ‘per-
son.has.name.has.first name’ to denote a person’s first name
in a communication.

The value of a label will be represented by a string of
characters. This guarantees that there cannot be any confu-
sion about its interpretation; i.e., whether four bytes repre-
sent a string of 4 characters or an integer. For numbers there
is a standard translation to strings which will be applied.
Moreover, Boolean values will be represented by ‘true’ or
‘false’. Since a string may consist of different words (e.g., a
family name consisting of more than one word or a combi-
nation of a street name and a house number), a label’s value
will be interpreted as a list ofwordsseparated by punctua-
tion marks.

The following two examples represent an utterances con-
sisting of label-value pairs for Ontology 1 and Ontology 2

respectively; see Section 2.

Ontology 1

CONCEPT:person
person.has.christian name:Archibald
person.has.family name:Haddock
person.has.street:Castle Lane 1
person.has.city:Marlinspike
person.has.country:Belgium
person.has.phone number:06229–421
person.has.email address:haddock@herge.be

Ontology 2

CONCEPT:prsn
pnfn1:Archibald
pnfn2:Haddock
pas:Castle Lane
pan:1
pacn1:Marlinspike
pacac:06229
pacn2:Belgium
paccc:32
ppn:421
pem:haddock@herge.be

An important issue is deciding how much information
to put in an utterance. Since Agent 1 wishes to communi-
cate with Agent 2 about the concept ‘person’, it must decide
which attributes and sub-concepts of the concept ‘person’
should be included in the utterance. In other words, Agent 1
decides which part of Ontology 1 should be flattened. If, for
instance, the concept ‘person’ in Ontology 1 contains a ‘fa-
ther’ and a ‘mother’ relation with itself and since there are,
in principle, no restrictions on the number of ancestors rep-
resented in the knowledge base / database described by the
ontology, deciding what to include in the utterance in an
important issue. Reasons for including, for instance, a per-
son’s father, mother, grandfather, grandmother, and so on,
are (i) because Agent 1 wishes to communicate about them
and (ii ) their names are needed to uniquely identify a per-
son.

After receiving an utteranceu1 from Agent 1, Agent 2
flattens the part of its ontology that leads to the best match-
ing utteranceu2. Agent 2 usesinformation retrievaltech-
niques for unstructured data to determine the best matching
utteranceu2. That is, Agent 2 searches for an instance of
a concept and determines which sub-concepts provide rele-
vant (i.e., matching) information.

4.3. Joint attention

Agent 2 establishes the joint attention using the utter-
ancesu1 communicated by Agent 1. Given the words in an
utteranceu1, Agent 2 searches for a similar instance of a



concept of Ontology 2, which will be represented by the ut-
teranceu2. A similarity measure based on probabilities is
used in the search process. This measure indicates the odds
that the two instances represented by their utterances denote
the same entity in the world given the correspondingwords
of the two utterances. Here, a set of words consists of the
values associated with the labels in an utterance. For exam-
ple, a person called ‘Haddock’, who lives at ‘Castle’ ‘Lane’
‘1’ in ‘Marlinspike’, with phone number ‘421’.

The similarity measure is defined using the conditional
probability that two utterance are representing the same en-
tity in the world given the corresponding words in the two
utterances. LetU2 = {u2

1, ..., u
2
r} be the set of utterances

of instances of Ontology 2 that might denote the same en-
tity as the utteranceu1 of an instance of Ontology 1. More-
over, let id(u1, u2

i ) hold if the utterancesu1 and u2
i de-

note the same entity in the world. Finally, letei denote the
words inu1 that also occur in the utteranceu2

i and let the
list E = 〈e1, ..., er〉 be the evidence forid(u1, u2

i ). Then
preferably Agent 2 should determine the conditional proba-
bility: P (id(u1, u2

i ) | E).
The sample space underlying the probability measure

consists of instances of mapping problems. Hence, all in-
stances of mapping problems in which the evidenceE is
present should be considered. Since for determining the
joint attention Agent 2 only looks at the corresponding
words, P (ei | id(u1, u2

i )) = 1. So the fact that ‘3’ in
one ontology corresponds with the number of children of
a person and in the other ontology with the number of
courses the same person teaches, plays no role. Moreover,
it is safe to assume for the instances of an ontology that the
words occurring in an utteranceuj are independent of the
words occurring inuk with j 6= k. Finally, it is clear that
P (ej | id(u1, u2

i )) ≤ P (ej) if i 6= j. Hence,

P (id(u1, u2
i ) | E)

= P (id(u1,u2
i ))·P (E|id(u1,u2

i ))
P (E)

=
P (id(u1,u2

j ))·∏r
j=1 P (ej |id(u1,u2

i ))∏r
j=1 P (ej)

=
P (id(u1,u2

i ))·P (e(u2
i )|id(u1,u2

i ))·∏j 6=i P (ej |id(u1,u2
i ))

P (ei)·
∏

j 6=i P (ej)

≥ P (id(u1,u2
i ))

P (ei)

The termP (ei) denotes the a priori probability that the
utteranceu2

i contains the wordsei from the utteranceu1

and the termP (id(u1, u2
i )) denotes the a priori probabil-

ity thatu1 andu2
i represent the same entity in the world.

The probabilityP (ei) depends on the probability that a
wordw ∈ ei occurs in the value of a label-value pair in the
utteranceu2

i . Let lv1, ..., lvk be the label-value pairs in the
utteranceu2

i and let the functionv(·) denote the value of a
label-value pair. Then,

P (ei) ≈ P (
∧

w∈ei
∃j : w ∈ v(lvj))

≈ ∏
w∈ei

P (∃j : w ∈ v(lvj)).

The probabilityP (∃j : w ∈ v(lvj)) that a wordw of the
utteranceu1 occurs in value of some label-value pairlvj of
u2

i is 1 minus the probability thatw occurs in no value of
any label-value pairlvj .

P (∃j : w ∈ lvj) = 1−∏k
j=1(1− P (w ∈ lvj)).

Agent 2 can approximateP (w ∈ lvj) using the instances
of Ontology 2 by determining the relative frequency thatw
occurs in the value of the attribute represented by the label-
value pairlvj .

Estimating a value for the probabilityP (id(u1, u2
i )) is

more difficult since it requires knowledge about the total
number of instances of all concepts. Agent 2 may try to es-
timate this number by analyzing the dependencies between
the labels of a concept. Such an analysis would require that
Agent 2 has knowledge about many instances of every con-
cept in Ontology 2. Moreover, if the knowledge is available,
the analysis would be very time consuming.

An alternative approach is determining the odds that two
utterances represent the same entity in the world.

O(id(u1, u2
i ) | E)

= P (id(u1,u2
i )|E)

P (¬id(u1,u2
i )|E)

≤ P (id(u1,u2
i )|E)∑

j 6=i P (id(u1,u2
j )|E)

≤
∑

j 6=i P (ej)

P (ei)

The above expression gives an upper bound for the odds
that two utterances represent the same entity in the world
rather than a lower bound. Nevertheless, this upper bound
gives a good indication of the odds ifU2\u2

i is a represen-
tative sample of all instances of Ontology 2.

Agent 2 has to decide whether two utterances represent
the same entity in the world. It uses a threshold valueθu to
make this decision.O(id(u1, u2

i ) | E) must be aboveθu be-
fore Agent 2 adds(u1, u2

i ) to the joint attention. The value
of θu must be high enough to exclude most coincidental cor-
respondences. If, however,θu is too high, there may not be
enough evidence even if two utterances represent the same
entity in the world. In the experiments presented in Section
5, the threshold valueθu was set to 1,000,000.

There is one last issue Agent 2 has to take into account
when establishing the joint attentionJA. The above out-
lined approach does not work well if conceptc2

j is a sub-
concept of a conceptc2

k. Consider an utteranceu2
i represent-

ing an instance of the conceptc2
j . Sincec2

j is a sub-concept
of c2

k, there may exist an utteranceu2
h representing an in-

stance ofc2
k which has exactly the same evidenceei as the

utteranceu2
i . Clearly, sincec2

j is a sub-concept ofc2
k, Agent

2 must ignore the evidence foru2
h. In general, if two utter-

ancesu2
i andu2

h are supported by the same evidence and
if the label-value pairs ofu2

i are a subset of the label-value
pairs ofu2

h, then Agent 2 should ignore the evidence for the
utteranceu2

h while determining the oddsO(id(u1, u2
i ) | E).



4.4. Corresponding concepts

A pair (u1, u2) in the joint attention comprises an in-
stance of a conceptc1 of Ontology 1 and an instance of a
conceptc2 of Ontology 2. Since the instances are probably
describing the same entity in the world, the conceptc1 and
c2 should also correspond assuming that a one to one map-
ping exists between corresponding concepts in both ontolo-
gies. For instance, the concept ‘person’ in one ontology will
not be represented by the concepts ‘student’ and ‘teacher’
in the other ontology.

Since there is no absolute certainty that the pairs of ut-
terances that are added to the joint attention are correct, it
is possible that conceptsc1 is identical to the conceptc2

i ,
id(c1, c2

i ), according to one pair in the joint attention and
to the conceptc2

j according to another pair. Clearly, assum-
ing a one to one mapping, one of the two must be incor-
rect.

Let JA+
i be the pairs in the joint attentionJA support-

ing id(c1, c2
i ) and letJA−i be the pairs inJA supporting

someid(c1, c2
j ) with j 6= i. Hence, ifid(c1, c2

i ) holds, the
pairs inJA−i are incorrectly added to the joint attention by
Agent 2. This implies that the probability ofid(u1

j , u
2
j ) with

(u1
j , u

2
j ) ∈ JA+

i given the evidenceEi is not condition-
ally independent of the evidenceE−i = {Ek | (u1

k, u2
k) ∈

JA−i }. Hence, Agent 2 must take into account that the prob-
ability of id(u1

j , u
2
j ) with (u1

j , u
2
j ) ∈ JA+

i decreases be-
cause of the evidenceE−i .

Assuming a one to one mapping between correspond-
ing concepts,P (id(u1, u2

j ) | id(c1, c2
i )) = 0 holds for ev-

ery (u1, u2
j ) ∈ JA−i . Therefore,

P (id(c1, c2
i ) | E)

≥ P (
∨

id(u1
j ,u2

j )∈JA+
i

id(u1
j , u

2
j ) | E)

≥ ∑
id(u1

j ,u2
j )∈JA+

i
P (id(u1

j , u
2
j ) | E)− α+

i

Here,E denotes the combined evidence for allid(c1, c2
k).

Moreover,

P (¬id(c1, c2
i ) | E)

≥ P (
∨

id(u1
j ,u2

j )∈JA−i
id(u1

j , u
2
j ) | E)

≥ ∑
id(u1

j ,u2
j )∈JA−i

P (id(u1
j , u

2
j ) | E)− α−i

Unfortunately, Agent 2 does not know the probabil-
ity P (id(u1

j , u
2
j ) | E). The probabilityP (id(u1

j , u
2
j ) | E)

can, however, be eliminated by determining the odds
of id(u1

j , u
2
j ) given the evidence. Assuming that

P (id(u1
j , u

2
j ) | E) is more or less the same for ev-

ery id(u1
j , u

2
j ) ∈ JA+

i ∪ JA−i , and ignoringα+
i andα−i ,

the odds thatid(c1, c2
i ) holds can be approximated.

O(id(c1, c2
i ) | E) ≈ |JA+

i |
|JA−i |

Clearly, this is not a good approximations of the odds that
two concepts are the same. Nevertheless, it yields good re-
sults.

Agent 2 decides whether two concepts are the identical,
id(c1, c2

i ), using a thresholdθc. To ensure that for each con-
ceptc1 there is at most one conceptc2

i Agent 2 will consider
to be identical toc1, θc > 1 must hold.

After having determined the corresponding con-
ceptsid(c1, c2

i ), Agent 2 can remove those pairs(u1
i , u

2
j )

from the joint attention for whichc2
i 6= c(u2

j ). This gives us
the followingprunedjoint attention:

ĴA =
{(u1

j , u
2
j ) ∈ JA | id(c1

i , c
2
i ), c

1
i = c(u1

j ) ⇒ c2
i = c(u2

j )}

4.5. Creating a mapping

After establishing the corresponding concepts, Agent 2
will try to establish a mapping between the attributes that
make up the conceptc1 respectivelyc2. To establish a map-
ping Agent 2 uses pairs of utterances(u1, u2) from the
pruned joint attention̂JA.

Given a pair of utterances from the joint attention, Agent
2 proposes associations between the labels of two utterances
on the basis of the proportion of corresponding words the
values of the two labels have in common. Possible associa-
tions are:

label(x) ← label(y).
label(x) ← label(y), split(s), first(i).
label(x) ← label(y), split(s), last(j).
label(x) ← label(y), label(z), conc(t).
label(x) ← label(y), split(r), last(j), label(z), conc(t).

Note that the left hand side of the association (←) con-
cerns the destination utterance, and the right hand side one
or more source utterances from which words are selected.
Also note that the right hand side of an association is in Re-
verse Polish Notation. The operators used in the associa-
tions have the following interpretations:

label(x): the value in the utterance denoted by the label
with name:x.

split(s): split the value in to a list usings as separator.
Separators are: ‘ ’, ‘,’, ‘;’, and TC (a type change).

first(i): take thei-th element of a list withi ≥ 0.
last(i): given a list ofn elements, take the(n− i)-th

element of a list withi ≥ 0.
conc(t): concatenate all the elements on the list

and insertt as separator.

The following example illustrates a mapping from Ontol-
ogy 1 to Ontology 2.

label(pan)← label(person.has.street), split(TC), last(0).



Agent 2 searches through a space of possible associa-
tions guided by the proportion of words that instances of
concepts have in common. Each new element in the joint
attention enables Agent 2 to update the strength of the as-
sociations. When the joint attention is large enough, Agent
2 may accept certain associations as being correct. Agent 2
has established a complete mapping from one ontology to
another when it has a unique association for each attribute
in the destination ontology. Note that the mapping is asym-
metric and that it only enables communication in one direc-
tion. For full communication, Agent 2 must also establish a
mapping in the other direction.

Validity An important issue is of course deciding when a
proposed associationassoc is correct. For a ‘label(x)’ there
might be more than one candidate association of the form:
‘label(x) ← . . .’ Agent 2 collects all possible associations
for label(x) in the setA(x). Clearly at most one association
in A(x) can be correct. Using the same approach as pre-
sented in Subsection 4.4, an associationassoc will be se-
lected fromA(x). An associationassoci ∈ A(x) is chosen
by Agent 2 if the odds

O(associ | E) ≈ |ĴA
+
i |

|ĴA
−
i |

are greater thanθa. Here,ĴA
+

i are the pairs in the joint at-

tention supporting the associationassoci andĴA
−
i are the

pairs in the joint attention supporting an associationassocj

with j 6= i.

5. Experiments with ontology mappings

We have evaluated our method for learning an ontology
mapping through a large number of experiments. In the ex-
periments we have investigated the number of errors that
where made in establishing the joint attention and in cre-
ating a mapping. These aspects depend, of course, on the
threshold valuesθu, θc andθa. A number of other factors
also influence the success of learning a mapping.

• Increasing the number of labels in an utterance makes
the mapping problem easier.

• Increasing the number of words in the setW from
which the values of an attribute are chosen makes the
mapping problem easier.

• The occurrence of sub- and super-concepts makes the
mapping problem harder, especially if they differ on
only a few labels in an utterance.

• Splitting and concatenating label values makes the
mapping problem harder.

• Labels in one ontology that do not occur in the other
ontology make the mapping problem harder.

|W | recall precision correct
JA JA associations

25 0% – % 0%
50 0.7% 66 % 36%
100 23% 94% 87%
250 82% 97% 100%
500 88% 99.7% 100%
1000 90% 95% 100%

Table 1. Experimental results

Since there is no room to report on how the success of
leaning a mapping is effected by each combination of the
above mentioned dimensions, in this paper we limit our-
selves to a number of hard cases that contain most relevant
aspects. In our experiments, Ontology 1 consisted of one
conceptc1 which had to be map to a conceptc2 of Ontol-
ogy 2. Moreover, if̀ i

j denotes thej-th label in an utterance
of Ontologyi, then:

• label`11 in u1 corresponded with label`21 in u2,

• label`12 in u1 corresponded with labels̀22 and`23 in u2,

• label`24 in u2 corresponded with labels̀13 and`14 in u1,

• no label inu2 corresponded with iǹ1
5 and`16 in u1.

• no label inu1 corresponded with iǹ1
5 and`16 in u2.

In each of the experiments, Ontology 1 and 2 were ran-
domly generated, making sure that 10 instances ofc1 cor-
responded with 10 instances ofc2. The total number of in-
stances of each ontology was 1000. Given these ontologies,
the agents established a mapping between them. In the ex-
periments the following values forθu and θa were cho-
sen. Agent 2 added a pair of utterances to the joint atten-
tion JA if the upper bound of the odds was higher than
θu = 1, 000, 000. Moreover, Agent 2 accepted an associa-
tion as being correct if odds supporting this association were
aboveθa = 7

3 . Finally, the experiments were carried out for
different sizes of the set of wordsW .

In each experiment, we determined the recall and the pre-
cision for the joint attention, and counted the number of cor-
rect association in a mapping. Table 1 shows the average re-
sults over 100 experiments for different numbers of words
in W . Notably, no mapping is found if the number of words
in W is set to 25. Since two utterances denoting the same in-
stance, have only 5 words in common, the odds will always
be lower than25

5

25 = 390, 625 if there is at least one other ut-
terance matching only one word. Hence, a lower threshold
valueθu would have been more appropriate for|W | = 25,
|W | = 50, and possibly|W | = 100.



6. Conclusions

In this paper, we have presented method for handling the
interoperability problem. The method is based on learning
a mapping between two ontologies by identifying pairs of
instances, one from each ontology, that represent the same
entity in the world. An important benefit of this approach is
that no domain knowledge is required and that the structure
of the two ontologies plays no role.

To guarantee the correctness of the method, estimations
for the odds that a mapping is correct have been derived.
Moreover the effectiveness of the method has been estab-
lished through a large number of experiments.

Despite the success, there remain a number of problems.
The mappings between different representations of Dutch
names such as ‘van der Belt’ and ‘Belt, van der’ is not pos-
sible without domain knowledge of Dutch family names.
Moreover, context dependent mappings such as whether the
house number must be placed in front or after the street
name depending on the country, cannot be handled. One
can show that handling context dependent mappings is an
NP-Hard problem.

Future work will aim at extending the method to learn a
mapping between groups of inter-related concepts.
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