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ABSTRACT 

Results from disaster research suggest that methods for coordination between individual emergency responders and 
organizations should recognize the independence and autonomy of these actors. These actor features are key factors 
in effective adaptation and improvisation of response to emergency situations which are inherently uncertain. 
Autonomy and adaptability are also well-known aspects of a multi-agent system (MAS). In this paper we present 
two MAS strategies that can effectively handle aircraft deicing incidents. These MAS strategies help improve to 
prevent and reduce e.g. airplane delays at deicing stations due to changing weather conditions or incidents at the 
station, where aircraft agents adopting pre-made plans that would act on behalf of aircraft pilots or companies, 
would only create havoc. Herein each agent using its own decision mechanism deliberates about the uncertainty in 
the problem domain and the preferences (or priorities) of the agents. Furthermore, taking both these issues into 
account each proposed MAS strategy outperforms a naive first-come, first-served coordination strategy. The 
simulation results help pilots and companies taking decisions with respect to the scheduling of the aircraft for 
deicing when unexpected incidents occur: they provide insights in the impacts and means for robust selection of 
incident-specific strategies on e.g. deicing station delays of (individual) aircraft. 
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INTRODUCTION: INCIDENT MANAGEMENT AND MULTI-AGENT SYSTEMS 

On April 6, 2005, a large disaster response exercise, the so-called “Oefening Bonfire”) took place in the 
Netherlands. It involved many different organizations and independent actors, which had to respond to the threat of 
a terrorist attack. One of the main challenges appeared to be to establish effective coordination between these 
different actors and organizations. One would be inclined to try to organize the coordination of all parties from one 
central point; coordination would then be a top-down activity in which high-level decisions are taken on the basis of 
a complete overview of the situation. Indeed, the eight-o'clock evening news reported that coordination was 
organized according to the military model of Command and Control (C & C), in which a strong, hierarchical 
organization directs emergency responders. 

However, analyses of past disasters show that the application of the C & C model can be more of an impediment 
than an enabler of good coordination between different organizations [16]. A tacit assumption of the C & C model is 

Proceedings of the 4th International ISCRAM Conference (B. Van de Walle, P. Burghardt and C. Nieuwenhuis, eds.) 
Delft, the Netherlands, May 2007 
 1 

mailto:adriaan@almende.com
mailto:xiaoyu@almende.com
mailto:roos@cs.unimaas.nl
mailto:c.witteveen@tudelft.nl
mailto:alfons@almende.com


Ter Mors et al.  Multi-Agent Support System for Airport De-icing Scheduling 

that individual emergency responders and organizations, when left to their own devices, are unable to act 
appropriately in the unforeseen circumstances of the emergency; also it is assumed that at a higher level in the chain 
of command, people do know what to do [2, 3, 4]. Both these assumptions have been disproved in practice. 
Emergency responders and bystanders alike often show remarkable second resilience in the event of a disaster [12]. 
Second, the situation awareness required to make informed decisions at the highest level for emergency responders 
in the field, is often lacking. In fact, researchers have pointed out that creating this situation awareness for the 
emergency responders in the field is one of the main challenges of emergency response [5]. 

If emergency responders in the field as well as at the highest levels are to be left with sufficient autonomy to 
perform their tasks well, and utilize their improvisational skills, then information systems supporting them should 
also facilitate the autonomy of the individual actor in taking decision about taking actions. These information 
systems and consequently those actors can in turn be enabled and represented by multi-agent systems, respectively. 
In a multi-agent system, a set of autonomous agents representing actors each have their own set of tasks to sense, 
reason and act, but the agents have dependencies between one another which means that for successful task 
completion they need to communicate and interact. The reasons for agents to coordinate their actions can have a 
number of different origins. For example, agent coordination exists because the agents have a common goal (like 
saving people from a burning building), to which each of the actors has to make its own contribution. Another cause 
for agent coordination is the occurrence of a sequence of incidents asking for improvisation of response support to 
the actors through those agents. For the incident resolving power of a multi-agent system, however, it can be 
advantageous that each agent pursues its own situational context-specified local goals, without striving for any 
dictated common goal. For instance, in a traffic system, each agent on a free highway may subject itself to its own 
driving style, but at a crossing of different roads the agents need to coordinate their behaviour although probably 
only locally.  

In multi-agent systems research, there are at least two main reasons to stress the importance of the autonomy of 
individual agents, as opposed to handing over all decision-making to a central authority. First of all, agents rarely or 
could have complete knowledge about the environment (especially in emergency response the environment is 
changing rapidly) or about the tasks and actions of other agents. Instead, information about the environment and the 
changes therein can  often only obtained locally, and updates on the intentions of other agents is acquired through 
direct communication with other (nearby, or related, or friendly, etc.) agents. Hence, deciding on a course of actions 
for one agent usually involves only a limited number of other agents. A second reason to maintain, augment and 
enhance individual autonomy is that agents and the actors they represent are self-interested, that is, they are only 
concerned about the goals of itself (or the human it represents), and it does not necessarily care about the welfare of 
other agents, in particular when aligning of those local (incident-specific) agent goals to those goals of ‘distant’ 
agents does not contribute to the individual agent fitness to the changing local environment or incidents. For 
example, my personal agent that performs bidding in eBay auctions gets me the best price for the items I want, 
without considering whether these prices are fair to the seller. Additionally, agents may be cautious to share 
strategically important plans and information with other agents, especially if commercial relations exist between 
them. In that case, agents not only wish to maintain decision-making authority, they would also use coordination 
mechanisms in which communication with other agents is minimized. 

At first glance, the focus on self-interested agent behavior may seem needlessly restrictive for the emergency 
response domain, where there is a global goal, and (many) actors may be assumed to prefer this global goal above 
any personal interests. However, in situations where communication lines may break down and agents get 
disconnected, a coordination mechanism that performs well at a minimum of inter-agent communication and 
negotiation can prove invaluable. Hence, decoupling self-interested but situational context aware agents during task 
coordination can be a useful attribute in particular in emergency response situations. Once partly decoupled in their 
limited sub-problem domain, agents and actors have the freedom to act and improvise without the danger of 
interfering with the tasks of others existing in other sub-problem domains. 

In this paper we present two multi-agent coordination mechanisms in which agents have to schedule the use of a 
shared resource. The domain that inspired our research is airport departure planning under severe weather conditions 
that necessitate the de-icing of aircraft (de-icing is the removal of snow or frost from wings and fuselage that would 
otherwise endanger safe take-off). This domain is similar to the emergency response domain in the sense that wintry 
conditions at airports can cause many unforeseen incidents that require the actors to quickly revise their initial plans. 
A difference may seem that one aircraft agent may have little interest in the punctual departure of other aircraft, i.e., 
the agents are self-interested. The scarce resource they are competing for is namely the de-icing station. Other 
airport actors or representative agents, such as the de-icing coordinator and/or its agent that manage the de-icing 
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station, however, are concerned about the throughput of all the aircraft agents. They can influence the behavior of 
the individual aircraft agents by just communicating the slots reserved by others. Furthermore, they can impose 
decommitment penalties to further adapt the local behavior of self-interested agents. Thus in a natural and intuitive 
way agent coordination is realized by situational context aware but self-interested agents.  

The organization of this paper is as follows. In the next section, we will discuss in some greater detail the 
background of the airport de-icing problem, and we discuss the relevant multi-agent scheduling literature. We will 
then proceed to present a formal description of our problem, followed by a specification of two different 
coordination mechanisms: one which explicitly reasons about the uncertainty in the environment, another which 
primarily takes into account the relative priorities of the different aircraft agents, and how this priority affects the 
competition for the use of a scarce resource. In the section following the specification of the mechanisms we will 
describe the results of the experiments we conducted using these mechanisms. In the concluding section, we will 
reflect on the relevance of general multi-agent coordination mechanisms such as the ones presented in this paper for 
specific domains such as emergency response, and how they can be applied to support human decision making. 

BACKGROUND AND RELATED WORK 

Aircraft de-icing and anti-icing is required in winter time whenever frost, snow, and ice form on the wings and 
fuselage of an aircraft. Such a layer of frost or ice on aircraft surfaces influences the aircraft's aerodynamic 
properties which may cause a loss of lift that could result in a crash. An aircraft may have several alternatives to 
receive de-icing treatment: most commonly, it will taxi to one of the de-icing stations, located (hopefully) at 
strategic positions around the airport; second, it can also be deiced at the gate, in which case de-icing vehicle(s) will 
drive to the gate at which the aircraft is docked. Since the total de-icing capacity at an airport is usually limited, 
careful planning and scheduling of these resources is of crucial importance to efficient departure planning. 

Different multi-agent systems (MAS) have been designed to tackle specific real-world scheduling problems, from 
patient scheduling in the hospital (cf. [11, 18]) to more general job shop scheduling problems (cf. [10]). In these 
works, different coordination mechanisms have been designed to coordinate agents' plans, from more cooperative 
agents (coalition formation) to more competitive agents (market-based mechanisms). Liu and Sycara [10] developed 
a MAS for job shop scheduling problems in which standard operating procedures are combined with a look-ahead 
coordination mechanism that should prevent 'decision myopia' on part of the agents. Using their approach, system 
performance is said to improve in tightly-coupled, real-time job-shop scheduling environments. However, their 
coordination mechanism is not appropriate for competitive, self-interested agents, which makes it an undesirable 
choice for coordination in a de-icing setting. Vermeulen et al. [18] developed a Pareto-optimal appointment 
exchanging algorithm in a patient scheduling problem. The objective is to improve upon the initial first come, first 
served schedule by letting patient agents exchange their slots. It is quite similar to the work of Paulussen [11] where 
the agent coordination mechanism is a dynamic schedule-repair affair that can be classified as an after-scheduling 
coordination mechanism. Although Vermeulen's slot swapping mechanism may be a valuable optimization tool in a 
dynamic schedule repair context, there is still a need for a coordination mechanism that finds a satisfying initial 
schedule. 

In the following, we present and compare two coordination mechanisms for obtaining an initial schedule: the first is 
based on an auction for selling de-icing slots; the second is based on decommitment penalties. In previous research, 
decommitment has been primarily used to enable agents to explore new opportunities from the domain or from other 
agents [7, 13, 15]; an example might be a package-delivery agent that decommits the contract for one package so 
that it is able to accept a more profitable package to deliver [7]. Another use of decommitment penalties is that it 
allows agents to speculate on future events. For example, in [13], agents accept a contract and hope to find other 
agents to sub-contract parts of the contract. If it fails to do so, it has to pay a decommitment penalty if the agent is 
unable to meet the original contract. We propose that the concept of decommitment penalties can also be used to 
coordinate agents, by associating a penalty with the occurrence of an agent decommitting from a slot because it 
could not make the agreed time. In this sense, the decommitment mechanism curbs the greedy tendency of agents to 
grab the de-icing station resource as early as possible, before other agents have a chance to take it. Now, every agent 
gets that chance, but it has to suffer the consequences if it miscalculates its ability to make its slot. 
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FORMAL MODELLING 

In this section we will present a formal model of the aircraft de-icing scheduling problem. The model presented 
below is a simplified version of the problem described in the previous section, as we leave out other airport planning 
problems as runway planning and gate allocation, and as a result certain constraints between different planning 
problems are not taken into account (the holdover time is an example of such a constraint: the maximum time 
allowed between the end of de-icing and the moment of take off). The following model has also been used as the 
basis of the experiments, which are described in the section “Improvisation support ”. 

Definition 2 (Aircraft De-icing Scheduling Problem). The aircraft de-icing scheduling problem is a tuple lppcDA d ,,,,,, τ  
where 

 A is a set of aircraft agents, n

 is a set of m de-icing station resources, D

 is a capacity function specifying the number of aircraft that can simultaneously be serviced 
at the de-icing station (i.e., the number of de-icing bays), 

NDc →:

 NA →:τ is a function associating an Target Off-Block Time  with every agent, TOBTt

 is function that specifies the de-icing process duration for a certain aircraft, NAp →:

 is a function indicating the probability that an incident may happen to an aircraft 
during its on-block time, 

NANpd →×:

 is a function that assigns a cost to the delay of an aircraft NANl →×:

 
The target off-block time ( )iaτ defined in Definition 2 is the target de-icing start time for aircraft agent , which is 
in fact the time when all other ground services for this agent are assumed to be finished. The incident probability 

 indicates the probability that an incident (e.g. passenger boarding delay, ground handling delay, etc.) will 
occur in the interval

ia

( iatpd , )
]( )[ iat τ, , i.e., the time during which the aircraft agent receives ground services at the gate. This 

occurrence of such an incident may delay the target off-block time, and therefore, rescheduling will be needed for an 
aircraft having a de-icing slot right afterτ . The aircraft delay function NANl →×: maps delay to cost that is 
specific to each aircraft, reflecting the fact that different agents may hypothetically have different value systems.  

A solution to an instance lppcDA d ,,,,,, τ of the de-icing problem is a multi-agent schedule given by the vector 

( ) ( )nn IdIdS ,,,, 11 K= where  is a tuple in which  is the de-icing station assigned to agent during 
interval such that 

( ii Id , ) id ia

iI

 

                                                                      ( )[ ] ( )iiiiii asapssI τ≥∧+= ,                                                                               (1) 
 
where is the start time of deicing service for aircraft . A feasible schedule satisfies the following resource 
constraints: at every point in time t, the de-icing resource utilization for each resource agent does not exceed the 
resource capacities. We have:  

is ia

 

                                                        ( ){ ( )} dcItSIdAaDdt jjj ≤∈∧∈∈∈∀∀ ,                                                                      (2) 

 
Given a target off-block time for each aircraft agent , two optimization criterions can be defined: the first is to 
minimize the overall delay cost of all aircraft, which reflects the global benefit (cf. formula (3).a); another criterion 
is to minimize the standard deviation of each aircraft’s delay cost (cf. formula (3).b), which reflects the fairness for 
each aircraft at the airport. 

ia
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                                                                               ( )∑
=

−
−

N
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2

1
1min                                                                               (3).b 

where ( )ii as τ− is the delay of aircraft  and the ia l is the mean value of each delay cost . il

 

COORDINATION MECHANISMS 

 
In this section we will describe two coordination mechanisms: coordination through decommitment penalties, and 
coordination using a Vickrey auction to sell de-icing slots to the highest bidder. In both cases, we will make the 
simplifying assumption that the de-icing duration (the function in the previous section) is the same for all aircraft. 
Differences in de-icing duration are relevant when trying to create an efficient de-icing schedule; however, to 
simplify the experiments, we will assume that it is equal for all agents.  

p

Another simplifying assumption that we will make for both coordination mechanisms is that agents cannot make use 
of slots that have been freed up because of an incident involving the aircraft agent that initially held that reservation. 
This assumption can partially be supported by the fact that aircraft only report their inability to make a slot at the 
very last minute, trying as they are to still make that slot. However, the availability of freed-up slots is relevant to 
both coordination mechanisms (indeed, we can even imagine the height of the decommitment penalty being 
dependent on the time at which decommitment occurs), so we consider the relaxation of this simplifying assumption 
to be (near-) future work. 

A final simplifying assumption in both coordination settings is that we assume only a single de-icing station having 
a single de-icing bay. Again, having multiple de-icing stations makes the problem more interesting from a 
combinatorial optimization point of view, but it is not especially relevant to our investigation into the relative merits 
of auctioning and decommitment. 

 

Taking Uncertainty into Account  

We define an incident as an unexpected event that causes a disruption to one aircraft’s plan regarding its de-icing 
activities. This means that the occurrence of an incident will force an aircraft to decommit from its current de-icing 
slot, and find a new one. Although the list of things that can go wrong in airport de-icing operations is too extensive 
to fit into an elegant model of agent reasoning with uncertainty, observations from real and simulated de-icing 
operations1 lead us to conclude that many incidents are concentrated in the ground servicing of the aircraft. For 
example, if the apron in front of an aircraft accumulates too much snow, it becomes difficult for ground servicing 
vehicles like baggage carts to reach the aircraft, and push-back vehicles cannot find the grip required to tow an 
aircraft away from the gate. Hence, there is a great deal of uncertainty surrounding the Target Off-Block Times 
(TOBT) of an aircraft. If an aircraft agent is considering at time  whether to reserve (or bid for) the de-icing slot 
starting at time , then two factors are relevant: 

1t

2t

1. ( ) 11 ta −=τδ : If 1δ is large (and greater than 0, obviously), then there are many ground servicing tasks that 
still need to be performed, in which case the probability that something will delay the TOBT is 
considerable.  

 
2. ( )at τδ −= 22 : If the reserved slot is very far away from the target off-block time, then a small delay 

during ground handling will not necessarily mean that the de-icing slot will be missed. 
                                                           
1 For the past two years, the Dutch Aerospace Laboratory NLR has organized a large-scale simulation of Air Traffic 
Management in winter conditions at Amsterdam Airport Schiphol. 
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In this paper, we will base the probability-of-decommitment function only on the first factor. Hence, we assume that 
this function has the following form:  
 

                                                   ( )( ) ( )
( )( )( )⎩

⎨
⎧

−⋅
<

=
otherwise,min

0
,

1

1
1 tac

ta
atpd τα

τ
τ                                                  (4) 

 
where is a constant between 0 and 1, and c α is a constant greater than 0. Thus, if ( )( ) 5.0,1 =atpd τ , then there is a 
50% chance that the aircraft will not be ready in time to make its de-icing slot. In Formula (4), the 
constant provides an upper bound on the probability of having to decommit, even if  is an arbitrarily early time 
of requesting the de-icing slot. The constant

c 1t
α regulates the rate of incident-occurrence; ifα very large, then even 

when requesting a de-icing slot close to the off-block time, there is a high probability of having to decommit. 
 

Vickrey Auction Mechanism 
Bidding for a (de-icing) slot is a straightforward way of distributing the scarce slots over the self-interested agents. 
The idea is that the agents with the highest need (or the biggest clout) get the best slots. In the airport scheduling 
case, the different preferences of the agents can be the result of, for example, the number of passengers aboard an 
aircraft, or the level-of-service that an airline wishes to maintain. If we assume that an agent may not sell on a slot to 
another agent in case it has to decommit, then the value of the slot is a private value. In private value auctions all 
auction types give the same result according to the revenue equivalence theorem. Therefore, we choose the Vickrey 
auction (a closed-bid, second price auction), because of its property that (rational) agents are encouraged to bid their 
true value. Hence, de-icing of aircraft should occur in the order of agents who are willing to pay the most. We will 
now describe how we set up the auction. 

The de-icing station agent(s) will initiate a new auction when the start of the next free de-icing slot (starting 
at ) is approaching, e.g. half an hour before . In each auction, the de-icing station agent auctions off the 
next available de-icing slot (alternative auction schemes like accepting bids for multiple de-icing slots are less 
appropriate given the dynamic nature of the setting). To determine its value for a certain slot, an agent should first 
check whether the start time of this slot is greater than its target off-block time

nextslott nextslott

nextslott ( )aτ ; if it is not, then the 
agent can’t make use of this slot. In case ( ) nextslotta <τ , an agent needs to estimate the delay it will incur by not 
obtaining the current slot. If there are other aircraft in the system that also need de-icing, then the value of 
the ( slot is 0, because all competing agents can be served before this time. Then, the private value of the 
slot starting at  for agent is:  

m
) th-1+m

nextslott a

 

( ) ( )attlapv nextslotm ,1 −= +                                   (5)  
 
However, not all agents in the system will be able to compete for the next slot, in case their estimated off-block 
times are greater than . Therefore, the number may be smaller than the total number of agents (left) in the 
system. At the same, we cannot simply equate to the number of direct competitors —agents having

nextslott m
m k nextslott<τ — 

because after the first aircraft have been serviced, more agents will be ready for de-icing. Therefore, the set of 
competitors for slot is the smallest subset  such that  

k cA

nextslott AAc ⊆
 

( ) ( )( ){ }apAtaAaA cnextslotc ⋅+<∈= τ  

Finding the set can be done simply by extending, agent by agent, the set of direct competitors for a slot. Note 
that in case of insufficient de-icing capacity, the set will quickly equal the set of all agents that have not yet 
received de-icing. Formula 5 ignores the possibility that incidents can occur during other ground services that will 
cause an agent to miss its reserved slot. Taking into account the decommitment probability

cA k
cA

( )( )atp nextslotd τ, , we get 
the following private value:  
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        ( ) ( ) ( )( )( )atpattlapv nextslotdnextslotm τ,1,1 −⋅−= +                                               (6) 
 
Equation 6 thus expresses that an agent’s private value of a slot decreases as the probability increases that it will not 
make that slot. In the next section, we will introduce an alternative coordination mechanism that focuses not so 
much on agent preferences, but more on the effects of decommitting on the schedule of an agent. 
 

Strategy 1 (Agent Bidding Strategy). When the auctioneer offers the next de-icing slot, an agent bids its private 
value for the slot, specified by Equation 6. 

 
In the next section, we will introduce an alternative coordination mechanism that focuses not so much on agent 
preferences, but more on the effects of decommitting on the schedule of an agent. 
 
Decommitment Penalty Mechanism 

 
When an aircraft agent reserves a particular time slot at a resource such as a de-icing station, it will commit to turn 
up at that de-icing station at the specified time. If the aircraft fails to show up, it could have to pay a decommitment 
penalty to the de-icing station2. Hence, with the introduction of decommitment penalties, agents have an incentive to 
reserve as late as possible; after all, if it reserves a slot five minutes from now, it will be fairly certain it can make 
this slot. On the other hand, the old incentive for scheduling as early as possible remains: agents will still want to 
schedule slots before other agents get them. 
  
Our approach to coordination using decommitment penalties can be described as follows. An agent can reserve any 
free slot at a de-icing station, as the de-icing station will accept all requests. However, with a certain probability 
incidents occur that make it impossible for the aircraft to be present at the de-icing station at the agreed time. When 
such an event occurs, it must decommit and pay a decommitment penalty, which we assume to be an airport-wide 
constantδ . We assume that the agent can see when the first available slot is at all de-icing stations (we will refer to 
this time as ). As an aircraft agent can see the earliest available slot — and we assume that it will want to 
schedule the earliest available slot3— it has to solve the following decision problem: Do I reserve the currently 
available first slot, or do I reserve a slot at a later time? To answer this question, the agent has to be able to 
evaluate his two different options. To judge whether the decision to reserve now has any merit, the agent needs to 
estimate the probability it will have to decommit from the slot. For this, we use Equation 4. Judging the option of 
reserving a slot at a later time is more difficult, as it needs to predict the availability of de-icing slots in the future. 
This availability depends on at least the following factors:  

nextslott

a

 
1. the passage of time; if a slot is available 11 minutes from now, then, if no-one else takes it, there will be a 

slot 10 minutes in the future one minute from now,  
 
2. other agents reserve slots.  

 
Trying to incorporate all these factors into a realistic model is a formidable task, especially as the slot-reserving 
behaviour of agents may be subject to their perception (and prediction) of other agents’ behaviour. Therefore, we 
will make the following simplifying assumptions to make the task of foretelling the future a more tractable one:  
 

 If an agent has to decommit from a slot, then it will have to find a new slot. Apart from the time lost in 
decommitment, we assume that the number of aircraft needing de-icing per hour stays constant throughout 
the day. Hence, an agent will not suddenly find itself in a departure peak, after having to decommit.  

                                                           
2 It may seem unfair to put the burden of decommitment penalties completely on the airline companies, but this is 
just because we focus on the decision processes of the aircraft agents; certainly, they can reason about the incidents 
for which they bear responsibility. Other incidents, for which e.g. the airport authorities will be held accountable, are 
of lesser significance to the decommitment-penalty reasoning processes of the aircraft. 
3 Although it would make sense to reserve a slot later than the target available slot in case an aircraft’s TOBT is later 
than . nextslott

Proceedings of the 4th International ISCRAM Conference (B. Van de Walle, P. Burghardt and C. Nieuwenhuis, eds.) 
Delft, the Netherlands, May 2007 
 7 



Ter Mors et al.  Multi-Agent Support System for Airport De-icing Scheduling 

 
 The delay an agent suffers when it has to decommit will mainly depend on the time it decommits; here we 

assume a constant value for this delay. 
 

 When an aircraft opts to postpone its decision to reserve a slot until the next round, and it turns out that 
another agent has reserved the previously earliest slot, then the new is simply the old plus the 
de-icing time which we assumed to be equal for all aircraft.  

nextslott nextslott

 
Armed with these simplifications, we can develop a strategy for an aircraft agent.  
 

Strategy 2 (Decommitment Strategy). Reserve the earliest available slot if the expected cost of reserving this 
slot is less than the expected cost of reserving a slot the next round; otherwise, postpone the reservation decision 
until the next round.  

 
We will now introduce a number of functions to be able to define the expected cost of reserving the earliest 
available slot, which takes into account the results of having to decommit. First of all, an agent has to pay the 
decommitment penaltyδ ; second, if denotes the time decommitment occurs, and then the aircraft has wasted 

minutes (where t is the time at which the slot was reserved). We assume that this quantity will in fact 
delay de-icing by ( minutes. For simplification purposes, we will assume (i) that

dt
( ttd − ) )

)
( ttd −

ttd − ( )ttd − is a fixed value, and so 
we define the cost of decommitment for agent a as: 
 
                                                                             ( )attldcp d ,−+= δ                                                                          (7) 
 
The cost specified in Equation 7 is the immediate cost that the aircraft incurs — this is the cost the aircraft will have 
to pay anyway — without taking into account that there is a chance of having to decommit again in the future. Using 
the above definitions, an agent can calculate the expected cost of reserving a slot at time with earliest available slot 
time : 

1t

2t
 

( ) ( )( ) ( )( )( ) ( )( )aatlatpdcpatpttE ddres ,,1,, 21121 τττ −⋅−+⋅=                     (8) 
 
Note that a more realistic model for the cost of reserving a slot would be forward recursive: in case an aircraft has to 
decommit, it will have to try to get a slot again in subsequent rounds, again with the possibility of having to 
decommit, adding to its cost. Equation 8 effectively cuts off this forward recursion after one step, by taking into 
account only the immediate cost for decommitment. If we now have potential reservation time , time of the next 
reservation decision, starting time of the next slot , and starting time of the next slot after that (in our case 

equals plus standard de-icing time), then the expected cost of waiting until the next round is given by the 
following function: 

1t
+

1t

2t 3t

3t 2t

 
( ) ( ) ( ) ( )( ) ( )21213121321 ,,1,,,, ttEttpttEttptttE resTresTwait

++ ⋅−+⋅=                                    (9) 
 
in which stands for the probability of another agent having reserved between time and the slot starting 
at . This probability function is based on the number of aircraft in the system, and the scarcity of the de-icing 
resources. We assume aircraft take-off times are independent of each other and are uniformly distributed over time, 

and so we model the probability  with a Poisson distribution

( 21, ttpT )

)

1t
+

1t

2t
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!
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where is the time in minutes over which these aircraft are distributed (e.g., we could have a simulation run 
of minutes in which

T
360=T 100=A aircraft have to be deiced using 4=D de-icing stations). Equation 9 basically 

expresses that by not reserving a slot this round, there is a chance that another agent reserves the previously earliest 
available slot, and you consequently have to schedule a later slot  (which will result in more delay); on the other 

hand, if no agent has reserved the slot starting from , then this possibility is still open to you at time . By this 

time, the probability of decommitment will have lowered (i.e.

3t

2t
+

1t

( ) ( )2121 ,, ttpttp dd <+ ), and thus reserving this slot at 

time will have a lower expected cost. The agent strategy we propose in this section is simple: in case+
1t waitres EE < , 

the agent will reserve at time  the slot starting at , otherwise it will wait until the next round. In the next 
section, we will investigate whether reasoning about decommitment in this way results in improved performance. 

1t nextslott

 
IMPROVISATION SUPPORT HYPOTHESES 

 
In this section, we will compare the two coordination mechanisms of previous section with each other, and also with 
a naive, baseline scheduling strategy:  

 
Strategy 3 (Naive Scheduling Strategy). The Naïve Scheduling Strategy randomly selects the next aircraft to 
schedule, and it assigns to this aircraft the first available slot after its target off-block time.  

 
We judge the algorithms on three criteria: the first one is the total delay in minutes generated by both mechanisms 
on identical instances. The second criterion is similar: now we measure the total delay cost of all aircraft, given by 
the sum of the delay costs of all agents. Recall that the cost of one agent a is given by ( )adl , , where d is the agents’ 
delay —this means that we do not take auction fees and decommitment penalties into account when calculating the 
global cost. Hence, the first two criteria measure the efficiency of the coordination mechanisms. As a third criterion, 
we also record the standard deviation of delay in minutes, summed over all agents. The standard deviation can be 
interpreted as a measure of fairness: if it is low, then all agents suffer a comparable amount of delay. 
 
As the focus of the auction mechanism is on the agents’ preferences, and the decommitment penalty mechanism 
focuses on timeliness, we can formulate the following hypothesis:  
 

Hypothesis 1. The auction mechanism will outscore the decommitment mechanism on total cost; the 
decommitment penalty mechanism will outscore the auction mechanism on total delay. 

 
Because the auction mechanism assigns aircraft a high priority, we can expect that this mechanism will not score as 
high on ‘fairness’.  
 

Hypothesis 2. As the number of aircraft competing for a limited number of resources increases, the 
decommitment penalty mechanism will score increasingly better on standard deviation compared to the auction 
mechanism. 

 
Finally, we would expect that both coordination mechanism described in the previous section outperform the 
uninformed random-order scheduling of aircraft. 

 
Hypothesis 3. Both the auction and the decommitment penalty mechanism will outperform the Naive 
Scheduling Strategy in terms of efficiency and fairness. 

 
We conducted these experiments using only a single de-icing station with a single de-icing bay, and a de-icing time 
of 5 minutes. Target Off-Block Times (τ ) are randomly distributed over six simulation hours. De-icing slots may be 
allocated after the initial six hours; in fact, the simulation continues until all aircraft have received a de-icing slot. 
For these parameters, the number of aircraft n  that can maximally be serviced without any delay equals 

72
5
606

=
×

=n , assuming a maximally convenient distribution of TOBTs. This means that with a random 
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distribution ofτ , we can expect some delays regardless of the scheduling strategy in case we have more than 72 
aircraft. Some further parameter values include: aα  (coefficient of the delay cost function for agent ) is randomly 
distributed over ; the fixed decommitment penalty

l a
[ 0.1,5.0 ] 5=δ ; the maximum decommitment probability 0.1=c ; 

In the auction setting, slots are auctioned half an hour in advance; and the time in between two rounds in 
decommitment penalties is set to 5 minutes. The number of aircraft in the experiment ranges from 10 to 90. The 
results of the experiments are displayed in Table 1 and Figure 1. 
 

 NSS DC Auction 

Number of aircraft Delay Cost STDV Delay Cost STDV Delay Cost STDV 

10 0 0 0 0 0 0 20 13.2 1.33 

15 7 5.875 1.81 3 2.42 0.875 25 18.3 1.45 

20 57 43 5.15 36.2 26.4 2.36 82 52.6 5.28 

25 58 45.5 5.8 33.5 25.3 2.89 72 52.8 2.45 

30 187 144.5 11 57.8 41 2.85 112 81 4.35 

35 157 126 9.4 67.6 57.8 3.4 136 96 5 

40 315 230 14.5 148 106 6.85 226 152 5.6 

45 284 201 10.4 107 74.5 2.98 194 132.5 3.75 

50 530 418 17.3 320 235 7.8 371 254 8.8 

55 540 387 18.1 380 255 8.6 375 231 6.55 

60 730 513 17.9 360 260 6.9 435 289 7.2 

65 1980 1425 68 690 525 8.4 628 438 8.5 

70 2190 1500 52.1 1230 895 13 1205 790 16 

75 3500 2550 74 2150 1610 20.8 2010 1350 36 

80 5400 4060 101.5 2560 1895 22.9 2550 1615 43 

85 6700 5200 118 4100 3100 24 3850 2520 60.5 

90 9230 6300 127 5770 4300 39.8 5900 3620 87.5 

Table 1  Total Delay and standard deviation NSS, DC, and Auction strategies 
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Figure 2   Total Delay cost and standard deviation in NSS, DC, and Auction 

 
The first thing that catches the eye in Table 1 is that the NSS strategy is outperformed by the two other mechanisms 
on all counts, except for runs having a very small number of aircraft, in which case the auction setting does not 
perform very well. The reason for this is that in the auction setting we sell slots starting from specific times, such as 
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10:00, 10:05, etc. In case there is a mismatch with aircraft TOBTs, for example if ( ) 03:10=iaτ  for some aircraft , 
then small delays will be incurred by the aircraft. As competition for the de-icing resources increases, these small 
delays become less significant. We therefore conclude that Hypothesis 3 has been confirmed. 

ia

 
With regard to Hypothesis 1, the results are less clear. We can see a marked difference between the total cost of the 
decommitment mechanism and the auction mechanism, especially as the congestion at the airport increases. For the 
total delay, however, we can’t conclude that the decommitment mechanism produces schedules with shorter delay; 
not as the number of aircraft increases, anyway. For situations having less than fifty aircraft, the decommitment 
mechanism does produce lower-delay schedules, although in these cases total delay for the airport is not so high 
anyway. Hypothesis 2 is confirmed by the results. As soon as the airport starts getting congested — from around 70 
aircraft — the standard deviation for the auction mechanism shoots up, leaving the decommitment mechanism 
‘behind’. Note that Figure 1 shows that for the less efficient NSS strategy, airport congestion starts from around 60 
aircraft. As a final conclusion, we can remark that the auction mechanism is the most efficient choice for congested 
airports. 
 
However, when there are relatively few aircraft that need to be de-iced, the auction mechanism (at least in its current 
implementation) is not as efficient. The increased efficiency of the auction mechanism does come with a price, 
however, namely that delay is distributed more unevenly over the aircraft.  
 

CONCLUDING REMARKS 

In this paper we presented two coordination mechanisms for scheduling agents' tasks on scarce resources. Both of 
them managed to improve on a naive scheduling approach, without the need for any cooperation between the agents. 
Hence, our coordination mechanisms can be used as a decision support tool for human operators, who do not have 
the ability to evaluate all different scheduling alternatives. We can ask ourselves, however, how we can use these 
research results in the setting of emergency response and incident management. Obviously, these mechanisms can 
not be applied directly, as they have been developed with the airport de-icing problem in mind. However, at a more 
abstract level we find that situational context aware but self-interested agents, tasks, and resources to perform these 
tasks are also relevant concepts in the area of emergency response. Consequently, coordination (or multi-agent 
scheduling) mechanisms very similar to the ones presented here may prove applicable and more robust in incident 
management domains. 

 Of course, in emergency response the concept of self-interested of an agent is not as important as in the ultra-
competitive airline industry. As such, it may prove beneficial to look for coordination mechanisms in which the 
agents more intensively cooperate. In general, we would expect that the more information we have, and the more 
agents are consulted, the better the (coordination) solution we are able to find. However, the validity of one 
approach does not rule out the validity of another. It might be that a cooperative coordination mechanism is used 
when a high rate of inter-agent communication poses no problem. Then, if the situation deteriorates and 
communication becomes more difficult (or if physical and cognitive load of a human operator passes the acceptable 
threshold, causing further incidents), a coordination mechanism requiring only limited but situated agent cooperation 
can provide a useful fallback option for support in human improvisation. 
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